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Abstract

The growing penetration of power systems with distributed energy resources entails new
challenges for power systems. Microgrids are a model of future low inertia power systems
due to the large share of distributed energy resources. This work focuses on the small-signal
stability of islanded microgrids.

Modal analysis is selected as the most appropriate method to assess the stability of
microgrids due to its enhanced flexibility compared to other approaches, such as impedance
or Lyapunov’s direct method. In addition, numeric simulations are carried out to evaluate
the power sharing between distributed energy resources after disturbances, such as load
fluctuations.

Models for inverters, diesel synchronous machines and wind turbines with doubly-
fed induction generators with grid-forming and grid-supporting droop controllers are
implemented. Regarding wind turbines, two methods of synthetic inertia, either based on
the phase-locked loop or the frequency gradient, are considered. Microgrids are modelled
in the dq0 reference frame to enhance the numerical efficiency without loosing accuracy
and to establish stable operating points for linearization and modal analysis.

An evolutionary algorithm tailored to optimization problems with a computationally
intensive fitness evaluation is proposed. A binary search partitioning tree is at the core
of the evolutionary algorithm and is used to evaluate and promote the diversity of the
population, which distinctly enhances the performance for various optimization problems.
The optimization and simulation framework consisting of the evolutionary algorithm and
the aforementioned microgrid models is one of the main contributions of this work.

The evolutionary algorithm is used to optimize the controller parameters in various
scenarios, ranging from small microgrids with only a few nodes to large benchmark
microgrids. The optimization is based on a thorough parameter sensitivity analysis in order
to identify all influential controller parameters. A large set of controller parameters is then
optimized simultaneously.

It is shown that microgrids dominated by grid-forming inverters are very stable
systems when well-designed and optimized controllers are used. In particular, the imple-
mentation of a virtual impedance is crucial for the stability. The impact of droop control
variants and extensions found in literature, such as the transient or frame transformation
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droop, is small in comparison. Microgrids with grid-supporting inverters are less stable
and their dynamics mainly depend on the tuning of the phase-locked loop. Furthermore,
the share of synchronous machines in the microgrid has a strong influence on the stability
and the optimized values of the controller parameters. Moreover, it is shown that the
synthetic inertia methods for wind turbines are compatible with the droop control and can
enhance the stability of microgrids, especially when the methods are combined.

Model order reduction approaches are reviewed and validated under realistic con-
dition, i.e. using the optimized parameter sets. It is seen that the neglect of the inner
voltage and current control loops of grid-forming inverters, as often applied in literature,
is not a valid assumption due to the influence of the voltage controller. Instead, a fifth
order model is proposed in this work, which is shown to preserve the dominant modes.
On the othe rhand, for the grid-supporting inverter, a simple current source model that
neglects the LCL filter is a valid approximation. Simplifying the network lines with the
phasor model or a first order Taylor expansion is feasible in LV networks due to the low
time constants of LV lines.

Finally, the impact of inaccurate synchronization of the microgrid at the transition
from islanded to grid-connected mode of operation is investigated. The loadings of
microgrid components are particularly large when the voltage angles are not aligned in
the moment the breaker closes. The impact of frequency or magnitude deviations is
comparatively low.

The microgrid model and the modal analysis approach are easily extendable and
should include further components, such as induction machine loads, in future. Moreover,
unbalanced conditions and harmonics are to be included in the stability assessment as well
as the parameter optimization.



Kurzfassung

Die zunehmende Integration erneuerbarer Energien führt zu neuen Herausforderungen für
elektrische Energienetze. Mikronetze sind eine Blaupause für zukünftige elektrische Netze,
mit einem hohen Anteil an verteilten Erzeugungsanlagen und geringer synchroner Erzeugung.
Diese Arbeit behandelt die Kleinsignalstabilität von Mikronetzen im Inselbetrieb.

Modalanalyse wird als geeignete Methode zur Bewertung der Stabilität herangezogen,
auf Grund der größeren Flexibilität im Vergleich zu anderen Ansätzen, wie beispielsweise
der Impedanzmethode oder Lyapunovs direktem Verfahren. Zusätzlich werden numerische
Simulationen durchgeführt, um die Leistungsaufteilung zwischen dezentralen Anlagen nach
Störungen, wie zum Beispiel Lastsprüngen, zu bewerten.

Modelle von Wechselrichtern, Diesel-Synchronmaschinen und Windturbinen mit
doppelt-gespeister Asynchronmaschine, sowie deren netzbildende oder netzstützende
Regelkonzepte werden implementiert. In Bezug auf Windturbinen werden zwei Methoden
der synthetischen Schwungmasse, zum einen basierend auf der Phasenregelschleife, zum
anderen anhand des Frequenzgradienten, betrachtet. Die Mikronetze werden im dq0-
Referenzsystem modelliert, um die numerische Effizienz zu erhöhen, ohne die Genauigkeit
des Models zu beeinträchtigen, sowie um stabile Betriebspunkte und die Linearisierung
und damit die Modalanalyse zu ermöglichen.

Ein evolutionärer Algorithmus, welcher speziell auf Optimierungsprobleme mit rechen-
intensiven Fitnessfunktionen zugeschnitten ist, wird entwickelt. Im Zentrum des Algorith-
mus steht ein Binary Search Partitioning Tree, welcher zur Evaluierung und Verbesserung
der Diversität der Population verwendet wird. Hierdurch kann die Performanz für ein
Reihe von Optimierungsprobleme wesentlich erhöht werden. Die Optimierungs- und Simu-
lationsumgebung, bestehend aus dem evolutionärer Algorithmus und den beschriebenen
Mikronetz-Modellen, ist einer der Hauptbeiträge dieser Arbeit.

Der evolutionäre Algorithmus wird dazu verwendet, die Reglerparameter in ver-
schiedene Szenarien, von kleinen Mikronetzen mit wenigen Knoten bis hin zu großen
Benchmark-Systemen, zu optimieren. Die Optimierung basiert auf einen ausführlichen
Sensitivitätsanalyse, um sämtliche einflussreiche Parameter zu identifizieren. Eine breite
Auswahl an Reglerparametern wird in der Folge simultan optimiert.

Es wird gezeigt, dass Mikronetze, welche durch netzbildende Wechselrichter do-
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miniert werden, sehr stabil sind, wenn sorgfältig ausgelegte und optimierte Regler verwendet
werden. Die Verwendung einer virtuellen Impedanz ist von entscheidender Bedeutung für
die Stabilität. Der Einfluss verschiedener Varianten und Erweiterungen der Droop-Regelung,
welche in der Literatur zu finden sind, ist dagegen vergleichsweise gering. Mikronetze
mit netzstützenden Wechselrichtern zeigen eine geringere Stabilität und deren Dynamik
hängt hauptsächlich von der Parametrierung der Phasenregelschleife ab. Weiterhin hat
der Anteil an Synchronmaschinen einen bedeutsamen Einfluss auf die Stabilität, sowie auf
die optimalen Werte der Reglerparameter. Zudem wird gezeigt, dass die Methoden zur
synthetischen Schwungmasse von Windturbinen mit der Droop-Regelung kompatibel sind
und die Stabilität von Mikronetzen verbessern können, insbesondere wenn die vorgestellten
Methoden kombiniert werden.

Unter realistischen Bedingung, d.h. mit den optimierten Parametersätzen, werden
anschließend Ansätze zur Modellreduktion validiert bzw. überprüft. Es zeigt sich, dass
die Vernachlässigung der inneren Spannungs- und Stromregelschleifen von netzbildenden
Wechselrichtern, welche in der Literatur häufig vorzufinden ist, wegen des Einflusses der
Spannungsregelschleife, keine gültige Vereinfachung ist. In dieser Arbeit wird stattdessen
ein Modell fünfter Ordnung hergeleitet, welches die dominanten Modi nahezu unbeeinflusst
lässt. Die Annäherung des netzstützenden Wechselrichters als einfache Stromquelle, welche
den LCL Filter vernachlässigt, ist hingegen gültig. Die Vereinfachung des elektrischen
Netzes mit dem Phasor-Modell, oder einer Taylor-Entwicklung, ist valide, auf Grund der
kleinen Zeitkonstanten der Niederspannungsleitungen.

Schließlich wird die Auswirkung der ungenauen Synchronisation des Mikronetzes
mit dem Verbundnetz, beim Übergang zwischen Insel- und Verbundbetrieb, untersucht.
Hohe Belastungen der Betriebsmittel im Mikronetz treten insbesondere dann auf, wenn
die Spannungswinkel im Moment des Schalterschließens abweichen. Der Einfluss von
Frequenz- und Amplitudenabweichungen ist hingegen vergleichsweise gering.

Das Mikronetzmodell und die Modalanalyse können leicht erweitert werden und
sollten in Zukunft zusätzliche Komponenten, wie beispielsweise Verbraucher mit Asynchron-
maschinen, einbeziehen. Weiterhin sollten unsymmetrische Zustände und Harmonische bei
der Bewertung der Stabilität, sowie für die Parameteroptimierung berücksichtigt werden.
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1. Introduction

1.1. Background

The interrelation between atmospheric CO2 levels and temperature of the earth was
first quantified by Arrhenius in 1896 [1]. Scientists increasingly predicted warming in the
1970s [2] and consensus began to form in the 1980s which lead to the establishment of
the Intergovernmental Panel on Climate Change (IPCC) in 1988. A discernible human
influence on the earth’s temperature was carefully phrased by the IPCC in the 1990s and
the 5th IPCC synthesis report on climate change from 2014 [3] states that it is extremely
likely that human influence has been the dominant cause of the observed temperature
rise starting from the second half of the 20th century. Greenhouse gas emissions through
burning of fossil fuels are the main cause and the largest share has been contributed by
developed countries [4].

11944 abstracts of peer-reviewed scientific literature from 1991− 2011 matching
the topics ’global climate change’ and ’global warming’ were examined in [5]. 97.1%
endorsed the consensus position that humans contribute to global warming. Nonetheless,
the complex nature of global warming, uncertainties about the risks it poses and inevitable
uncertainties in scientific research make it challenging for non-experts and laypersons to
understand its causes. This has been used by interest groups to generate scepticism through
organized campaigns from the outset [6]. Furthermore, due to the non-linearity and delay
of the consequences of greenhouse gas emissions, countermeasures are implemented only
very tentatively despite catastrophic consequences in the long term [3]. However, even
based on economic considerations, immediate policies to slow emissions are mandatory [7,
8].

Renewable energies play a key role on the path to lowered emission targets and can
also have positive socio-economic effects [9]. According to current policy, Germany aims
at a share of at least 80% renewable energies within the total energy consumption by 2050
[10].

The integration of renewable energies into the electric power system is a major
field of research [11]. A paradigm shift from large centralized thermal power plants to
distributed energy resources (DER) is necessary. Renewable energy sources are typically
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connected to the distribution system, reflecting their dispersed nature. Moreover, DER are
usually interfaced with the power network via power electronic devices (PED) in contrast
to large conventional power plants, where synchronous machines (SM) are deployed.
Examples of PED include photovoltaic plants or battery energy storage systems.

A 2014 report by the German Energy Agency (Deutsche Energie Agentur) [12]
identifies the following consequences for the power system: The demand for minute reserve
(Minutenreserve) is largely increased (70 − 90%), whereas the demand for secondary
control is marginally increased. Alternative concepts for the provision of balancing power
are more suitable than must-run capacity of conventional power plants. Reactive power
demand in the transmission system increases and DER should be able to provide reactive
power even at times when they do not supply active power. The total short circuit capacity
available is likely to remain constant, whereas it can alter significantly at individual nodes.
Inertia of SM declines and must be provided by alternative sources. Furthermore, the
report states that the required precision of models for dynamic studies of future power
systems is an important field of research.

The last three aspects are directly linked to the deployment of PED. The overcurrent
capacity of PED is between 1 and 2 pu [13], whereas SM can provide up to 8 times their
nominal current. However, the overall capacity of PED is higher.

PED do not have rotating masses that are directly coupled with the electrical grid
[14]. Hence, they do not provide inertia inherently. However, it is possible to emulate
the inertia of SM in the control of PED, which is also referred to as artificial or synthetic
inertia (SI). To that end, numerous control strategies have been proposed in literature in
recent years [15]. Many controller types entail the ability of the PED to provide a voltage
reference, in contrast to the current source behaviour of PED in today’s power systems.
Design, selection and tuning of appropriate controllers is a difficult task.

The contribution of wind power plants with doubly-fed induction generators (DFIG)
in operation today to the system inertia is not significant, because the dynamics are
dominated by the fast machine side converter. However, there is a lot of research effort
for the design of SI controllers [16, 17].

Decades of experience have established features and standard models of SM,
governors and excitation systems of varying orders that are known to capture the important
modes for particular classes of problems. On the other hand, this experience does not
exist for PED and they are often simply modelled as negative loads in stability studies,
omitting their impact on power system dynamics [18]. The main reasons for this practice
are the lack or limited access to well-validated, detailed PED models for the specific power
system phenomena, insufficient information about the power system at the lower voltage
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Figure 1.1.: Microgrid schematic [20].

levels and the lack of accepted (agreed) methodologies for the aggregation of PED [19].
Microgrids are parts of the distribution system that can be operated in grid-connected

or in islanded mode [21], as illustrated in Fig. 1.1. In the latter case, the microgrid forms
an autonomous cell, disconnected from the rest of the power system. This increases the
reliability and allows for the uninterrupted supply of loads in the event of an outage in
the bulk power system. It leads to further benefits if managed and coordinated efficiently.
One characteristic is a high share of DER which makes microgrids a smaller scale model
for future power systems. Hence, the problems described in the previous paragraphs can
already be observed in concentrated form in microgrids today. Typical DER in microgrids
are, besides wind and photovoltaic plants, also diesel powered SM.

The stability of islanded microgrids is subject to ongoing research and numerous
control schemes have been proposed to ensure their small-signal stability [15]. Similar
control approaches as in bulk power systems, emulating the inertia of SM, are applied.
Many of them are enhancements to the widely applied droop control.

Another critical aspect of microgrid operation is the transition between islanded and
grid-connected mode of operation. Unpredictable influences, such as measurement errors
or load fluctuation, can cause imperfect alignment of the voltages of microgrid and bulk
system when the connecting breaker is closed. Potential consequences are overcurrents
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and stress of microgrid components.

1.2. Motivation

Microgrids are a showcase for future power systems. The high share of DER raises
issues, such as degraded stability, that will also affect the bulk power system once similar
penetration rates are reached.

Although a wide variety of controller types for DER to improve the small-signal
stability of microgrids has been proposed in literature, there is a lack of systematic
evaluation and comparison of the various approaches. The performance of the designed
controllers is generally compared to a very simple type of PED control, such as the droop
control in its most basic form. There is a lack of performance comparison between the
enhanced controller types.

Moreover, the superiority of controller types is usually only demonstrated for one
study case with a certain, often rather small and simple, microgrid topology. However,
controllers should be applicable in a wide range of scenarios with varying topologies, line
lengths and network R/X ratios. In addition, they should comply with microgrids with
various types of DER. Either only PED may be present, but also scenarios with PED and
SM are possible. DFIG is usually investigated only in large-scale power systems, whereas
few literature is found on DFIG in microgrids.

Furthermore, there is also a lack of systematic parameter sensitivity analysis, tuning
and optimization in literature. Meaningful results will only be obtained if the evaluation
of controller types is preceded by a thorough parameter optimization. Only then a fair
comparison is possible. However, in most literature, the set of parameters that is optimized
is limited to the parameters most influential, or assumed most influential. The parameter
optimization should be accompanied by a sensitivity analysis which identifies all parameters
relevant to the system stability.

Another aspect that has not been addressed in enough detail in literature is the
validity of model order reductions for stability studies. For example, the neglect of the
inner control loops of PED is generally assumed valid, although there is no prove to this
concept. Especially, when PED controllers are optimized and tuned for fast response,
slow and fast modes draw nearer to each other and the assumption may not be valid.
Therefore, assumptions for order reductions should be validated by models with optimized
controller parameters. Besides PED modelling, the necessary level of detail for network
representation is another interesting aspect that needs further investigation.

An additional issue that has not been covered in detail in literature is the impact
of imperfect alignment of the microgrid and bulk power system voltages at reconnection.
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Although specifications for reconnection requirements exist, the theoretic background
of the given boundaries for voltage deviations on both sides of the breaker at closing is
unclear. It has not been examined so far how deviations outside the given boundaries
affect the burden of microgrid components during this transition.

1.3. Contributions of this Work

This work is dedicated to the small-signal stability of islanded microgrids and has a
broad scope, including various DER and controller types as well as design optimization
approaches. A review of small-signal stability methods is provided and modal analysis is
identified as the most suitable approach.

This is followed by a thorough analysis of the modelling of DER types, their
controllers and the network. Modelling the network in the rotating dq0 frame is found
to be an efficient, yet accurate approach for systems with high penetration of PED. The
DER models include grid-forming, grid-supporting and grid-feeding inverters as well as
wind turbines with doubly-fed induction generator (DFIG) and diesel SM. Several power
sharing strategies based on droop control and virtual impedance (VI) are characterized.
The tuning of inner loop controllers and the design of LCL filters is detailed. As regards
DFIG wind turbines, SI strategies based on frequency gradient (df/dt) control and an
approach that mimics the inertia of SM using a slowly reacting phase-locked loop (PLL)
are depicted. Harmonics and unbalanced conditions are not the focus of this work and only
balanced conditions are considered. However, most of the results of this work generally
hold also for unbalanced conditions, because harmonics are filtered out from the controller
input signals.

Model order reductions based on singular perturbation theory, such as the neglect
of inner loop controllers and the simplification of the network differential equations, are
reviewed. A new approach to the model order reduction of grid-forming PED that captures
important dynamics of the voltage controller, while limiting the order to five states, is
proposed.

A suitable optimization algorithm is required in order to optimize the controller
parameters. Conventional optimization methods are not applicable due to the intricacy
of the problem and the fact that a strictly mathematical formulation is not possible.
Evolutionary algorithm (EA) is selected as an appropriate method on the grounds of the
reduced likelihood to get trapped in local optima compared to other heuristic methods and
due to its flexibility. A EA tailored to the optimization of DER controllers is proposed. It is
designed to reach the optimum within a very limited number of fitness evaluations, because
these are computationally intensive as they require numerical time domain simulation. A
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binary search partitioning (BSP) tree is at the core of the EA. It is used to avoid the
repetitive evaluation of the same individual and, most importantly, to regulate the diversity
of the population.

The efficient models and the EA are used to optimize the DER controllers. In
a systematic approach, a thorough sensitivity analysis to identify all relevant controller
parameters is conducted at first. Consequently, a large set of controller parameters, some
of which so far not considered in literature, are incorporated in the optimization.

One optimization criterion is the efficient power sharing between DER to avoid
overloading after contingencies, such as load fluctuations. The second criterion is the
minimization of the real parts of dominant eigenvalues. Considered constraints are the
accurate steady-state active and reactive power sharing between DER and the compliance
with voltage and frequency limits.

Benchmark scenarios are developed to optimize and test the controllers and their
parameters under various conditions. Line length and R/X ratio are varied. Microgrids
with different types of DER are considered, containing only PED (including DFIG) or in
addition SM. Several controller types for power sharing and SI are evaluated and compared.

Finally, the Cigre benchmark LV network with 38 nodes is considered. Controller
parameters are optimized for this large-scale system and the resulting parameter sets
are compared to the outcome of the benchmark optimizations. It becomes apparent
that microgrids dominated by PED exhibit a high degree of small-signal stability, if the
controllers are well-designed and all relevant parameters are optimized.

The optimized parameter sets are used to evaluate the validity of model-order reduc-
tions of the the network and PED under realistic conditions and for differing bandwidths
of the cascaded PED control, i.e. power sharing, voltage and current control. It is shown
that, whereas the approximation of the network is valid in LV microgrids, the often applied
neglect of the inner loops of grid-forming inverters is not. On the other hand, the fifth
order model proposed in this work well approximates the original 13th order grid-forming
model.

The last part of the case study section is dedicated to the synchronization of
islanded microgrids. This can be regarded as a rather separate field of research, as it is
more related to considerations of large disturbance stability. The burden of microgrid
components are investigated for deviations between the voltages of the microgrid and the
bulk power system at breaker closing. Frequency, magnitude and angle discrepancies and
combinations are examined. The ranges of the deviations are beyond the accepted limits
to investigate contingencies such as the very quick and inaccurate synchronization on the
grounds of, for instance, looming instability in the microgrid. Voltage angle deviations
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Figure 1.2.: Simulation and optimization framework.

at breaker closing are found to cause the most severe loadings of microgrid components,
whereas magnitude and frequency deviations have a distinctly lower impact.

One of the main contributions of this work is the simulation and optimization
framework illustrated in Fig. 1.2. It connects the optimization algorithm with the
DER and network model. It forms the basis of the aforementioned controller parameter
optimizations. Time-domain simulations of the microgrid are carried out and the results,
including linearized model snapshots, are passed on to the results analysis. The results
are evaluated according to the area criterion and modal analysis as well as constraints
violations. The outcome is used in the objective function of the EA. The EA’s performance
is enhanced by the BSP tree. The optimized parameters of the EA are then handed over
to the microgrid simulation which may consist of several scenarios. This iterative process
is repeated until an optimal or close to optimal solution is found.

1.4. Scientific Statement

The following scientific statement is formulated to express the basic message of this work:
Islanded microgrids dominated by power electronic devices have a high level of
small-signal stability, if the controllers are well-designed and all relevant parameters
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are optimized. Reduced-order models of grid-forming inverters should contain the
dynamics of the voltage controller and neglecting the inner loops entirely is an
oversimplification.

1.5. Outline

The rest of the thesis is organized as follows. Preliminaries on microgrids, stability and
model order reduction are elaborated in Ch. 2. The microgrid and DER models are
described in Ch. 3. Ch. 4 introduces the proposed optimization algorithm. Case studies
are investigated in Ch. 5 and the discussion is presented in Ch. 6. An introductory section
is provided at the beginning of each chapter.



2. Preliminaries on Microgrids, Stability and Model
Reduction

2.1. Introduction

This preliminary chapter introduces the relevant basics of microgrids. The definition is
presented and benefits, ranging from economic and technical to environmental and social,
are described. Current research efforts and applications are elaborated. Another section is
dedicated to the synchronization of islanded microgrids as this process is later simulated
in the case studies.

The stability phenomena relevant for microgrids are categorized and compared to
conventional power systems. The most widely used approaches to evaluate the small-signal
stability of microgrids are introduced. Their advantages and disadvantages are compared.

The chapter closes with the description of model order reduction techniques. In
particular, singular perturbation theory, which forms the basis of the model-order reduction
techniques applied in this work, is elaborated.

2.2. Microgrids

2.2.1. Definition

Various definitions of the term ’microgrid’ are found in literature. The following definition
was offered in an EU microgrid research project [21]:

"Microgrids comprise LV distribution systems with distributed energy resources
(DER) (micro-turbines, fuel cells, PV, etc.) together with storage devices (flywheels,
energy capacitors and batteries) and flexible loads. Such systems can be operated in a non-
autonomous way, if interconnected to the grid, or in an autonomous way, if disconnected
from the main grid. The operation of microsources in the network can provide distinct
benefits to the overall system performance, if managed and coordinated efficiently."

According to this definition, if MV facilities are involved for the connection of two
LV microgrids, this is not designated one microgrid, but the operation of multi-microgrids.
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[22] acknowledges that the term ’microgrid’ is not uniformly defined in literature and lists
the following characteristics according to a literature survey:

1. It is a connected subset of the LV or MV distribution system of an AC electrical
power system.

2. It possesses a single point of connection to the remaining electrical power system.
This point of connection is called point of common coupling.

3. It gathers a combination of generation units, loads and energy storage elements.

4. It possesses enough generation and storage capacity to supply most of its loads
autonomously during at least some period of time.

5. It can be operated either connected to the remaining electrical network or as an
independent island network. The first operation mode is called grid-connected mode
and the second operation mode is called islanded, stand-alone or autonomous mode.

6. In grid-connected mode, it behaves as a single controllable generator or load from
the viewpoint of the remaining electrical system.

7. In islanded mode, frequency, voltage and power can be actively controlled within
the microgrid.

Microgrids can also be implemented as DC systems [23], which would implicate the removal
of the property ’frequency control’ from point 7.

The microgrid control offers the possibility to appear as a coordinated unit to the
upstream network, which is the key feature that distinguishes it from LV systems with
DER. The microgrid principle is not to be mistaken with the virtual power plant concept,
as the microgrid elements are confined within the same local distribution network, the
smaller size and the consumer interest. Its focus is the reliable supply of local consumption
[24].

Two steady-state and two transient modes of operation are possible: Islanded,
grid-connected and the transitions between them. During islanded operation, the load
supply must be guaranteed by the local generation and the microgrid must remain stable.
The microgrid frequency must be aligned to the frequency of the upstream network for
the transition from islanded to grid-connected mode [25].

2.2.2. Benefits

The benefits of microgrids range from economic and technical to environmental and social
[21]. Economic benefits are that microgrids can act as a hedging tool against potential
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risks of outage, load growth or price volatility. Furthermore, they serve as an initiator of
local service and retail markets and can be an interest arbitrator for different stakeholders.
Technical benefits include improved voltage quality due to coordinated reactive power
control and active power curtailment, reduced losses, prevention of network congestion
and enhanced reliability because of the islanding capability in the event of an outage in
the upstream network. A requirement for the mentioned benefits is the existence of a
coordination platform, either in centralized or in decentralized form. Finally, the social and
environmental values are the reduction of emissions, the electrification of underdeveloped
and remote areas and the raise of public awareness of energy saving and climate change
[21].

As for today, the widespread implementation of microgrids has been hampered by
technical challenges and high cost. The high initial investment cost for communication, the
competition of DER and storage with low-cost large-scale power plants and the ongoing
process of standardization are just some of the key barriers. An overview of current
research in the field of microgrids with a focus on islanded operation is provided in the
next section.

2.2.3. Current Research and Application

One of the key issues of islanded microgrid operation is the configuration of the protection
equipment [26, 27]. The high share of PED entails lower short-circuit magnitudes. PED
are able to provide fault current magnitudes between one and two times their rated current
[13], whereas SM inject up to eight times their rated current [28]. Moreover, characteristic
short-circuit current timescales of SM, such as the subtransient, transient and steady-state
period, are not transferable to PED. Their current injection is largely dependent on the
controller settings. Control of fault currents is especially demanding for grid-forming
inverters, which exhibit voltage source behaviour (see Sec. 3.6.1). To avoid non-linearity
by simply saturating inverter currents to protect the power electronics, other techniques
such as the implementation of a VI were supposed [29]. The lack of inertia may also imply
larger frequency fluctuations which requires the specific design of frequency relays [30].

Considering that many power system failures are not initiated by instability, but
rather by a relatively minor disturbance that escalates through reactionary protection
operation [31], microgrid protection devices are a major field of future research. Due to
the lower fault current magnitude, conventional distribution protective devices cannot
reliably protect microgrids. A commercial relay tailored to microgrids is still not available
[32]. Therefore, it is resorted to existing options such as directional overcurrent, distance
and differential relays.
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Some widespread options for communication are power line communication, copper-
wire line, fiber optics and a variety of wireless technologies such as GSM, GPRS, WiMax,
WLAN and Cognitive Radio [33]. Important properties of these technologies are bandwidth,
latency, range, security and reliability [34, 35]. Communication is imperative for the
coordination among protection and control systems. Each disturbance can cause the
response of multiple control and protection schemes. The traditional approach, where each
controller reacts to a specific disturbance with fixed parameters that are set in advance
on the basis of offline simulations, seems inapt. On the contrary, control strategies are
developed based on online security assessment [36].

The islanding of parts of the distribution system is not necessarily a desired condition.
Unintentional islanding can threaten the safety of line workers, violate frequency and
voltage constraints, reduce probability of successful automatic reclosing and potentially
damages utility and customer equipment [37]. Therefore, islanding detection methods are
implemented in DER in order to disconnect in the event a distribution system island is
formed. On the other hand, the DER must not disconnect automatically during intentional
islanding events. Depending on the detection technique, microgrid parameters must be
kept within certain thresholds to prevent tripping of the islanding detection.

Numerous islanding detection schemes are found in literature [38]. It is distinguished
between passive and active techniques. Passive islanding techniques rely on the detection
of parameter thresholds. Their advantages are inexpensiveness, easy implementation and
no degradation of inverter power quality. Active techniques inject small disturbances
at the inverter output to detect the response of the network. They have a smaller non
detection zone compared to passive techniques, but deteriorate the output power quality
and increase the controller complexity [39].

Research on intentional islanding and microgrid reconfiguration has gained increased
attention in recent years. A non-dominated sorting genetic algorithm (GA) is utilized in [40]
to reconfigure microgrids with the aim of minimizing the fuel consumption, ensuring the
capability to feed the maximum possible demand and minimizing switching operation cost.
Optimal formation of islands regarding load-shedding cost is conducted in [41] on the basis
of mixed integer programming. The question of the optimal moment of islanding as a last
resort to avoid cascaded failure is treated in [42]. The feasibility of adaptive load shedding
for an intentional islanding case is studied in [43]. Particle swarm optimization is applied
in [44] to split the distribution system into a number of islands followed by generation
redispatch and load shedding. The reconfiguration of meshed networks considering the
small-signal stability of droop-based islanded microgrids is covered in [45]. It is shown
that the reconfiguration alters the line impedances between inverters and therefore affects



2.2. Microgrids 13

Tertiary 
control

Secondary control

Primary control

Zero controlInner loops

Power sharing

Compensation

Scheduling/power exchange

Figure 2.1.: Hierarchical microgrid control.

the stability. Criteria such as loss reduction, fault current magnitudes, voltage profile,
feeder capacity and reliability improve with lower line impedances in meshed networks.
Contrarily, the small-signal stability of droop controlled inverters deteriorates with lower
line impedances.

An attempt to standardize the control levels was conducted in [46] by analogy to
the classic system and is shown in Fig. 2.1. The microgrid control can be subdivided into
four levels. The purpose of the primary control is to ensure the power sharing between the
DER during fluctuations of generation and consumption as circulating active and reactive
power can appear when two or more inverters are connected in parallel. It plays a vital role
in securing the small-signal stability of the islanded microgrid and is covered in detail in
Sec. 3.6.2. The primary control is likely to cause voltage frequency and voltage magnitude
deviations which are compensated by the secondary controller. The aim is to regulate the
deviations toward zero after each change of load and generation [47, 48, 49].

The tertiary control is the highest level of control and caters to the optimized
scheduling of the generation and consumption in the microgrid. In grid-connected mode
of operation, it also controls the power exchange with the upstream power system [50,
51]. In addition, there are also decentralized control approaches [51] where each DER
controller optimizes its operation independently, collaborating or competing with other
microsources. This type of organization lends itself to microgrids with various ownerships
and optimization goals.

[46] additionally defines the zero level control, which refers to the inner loop
controllers of the units, such as voltage and current controllers of PED.

Despite major research efforts, widespread application of microgrids capable of
islanded operation has not taken place yet. SMA [52] is one of the few vendors that
offer battery inverters compatible with decentralised multi-master control, that holds the
promise of easily extendable microgrids which are resistant to single point failures and
allow integration of many types of energy sources [53].

The multi-agent system approach has been deployed in two European microgrids, the
German ’Am Steinweg’ project and on the Greek island of Kythnos [54]. The reader may
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Table 2.1.: Microgrid reconnection requirements [59].
Rated power [MVA] |∆f | [Hz] |∆v| [pu] |∆δ| [°]

0− 0.5 0.3 0.1 20
0.5− 1.5 0.2 0.05 15
1.5− 10 0.1 0.03 10

consult a recent review [55] for an exhaustive list of existing and experimental microgrid
systems. Total microgrid capacity was estimated 1.4 GW in 2015 and is expected to
expand to 5.7 GW by a conservative estimate or 8.7 GW under an aggressive scenario by
2024 [56].

2.2.4. Synchronization

Among the critical aspects of microgrid operation is the transition between islanded and
grid-connected mode. One scenario is the reconnection with the bulk power system
that was switched back online after a power failure [57]. This transition can burden the
components. Possible high currents or generator torques may trigger the protection system
or affect the ageing of the equipment.

In preparation for the reconnection, the microgrid frequency is synchronized with
the bulk power system resorting to a synchrocheck controller. Phase, amplitude and
frequency are never exactly aligned with the bulk power system due to measurement errors,
fluctuating loads and generation in the microgrid, varying frequency and amplitude of the
bulk power system or the response time and tolerance of circuit breakers [58]. During
network reconstruction, the microgrid can also be reconnected with another small grid
cell with fluctuating loads and generation instead of the rather stable bulk power system.
Another scenario is that looming instability or imbalance between load and generation
require the microgrid to reconnect as quickly as possible. In this case, a balance must
be struck between the period of time until the breaker is closed and the accuracy of the
voltage alignment at closing.

Maximum frequency, voltage and angle deviation requirements for microgrid recon-
nection with the bulk power system for various power categories are given in Table 2.1.
The implications of deviations outside the ranges stated in Table 2.1 are investigated in
this work.
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Figure 2.2.: Stability classification of conventional power systems [62].

2.3. Stability

2.3.1. Classification

2.3.1.1. Conventional Power Systems

Stability of conventional power systems is generally defined as the quality of a power
system to remain in a state of operating equilibrium under normal operating conditions and
to restore a viable state of equilibrium after undergoing a disturbance [60]. An interesting
historical overview on literature covering power system stability is presented in [61] and a
historical review of stability problems is given in [60]. Fig. 2.2 provides an overview of
stability phenomena.

In traditional power systems dominated by SM, the stability problem has mainly
been one of preserving synchronous operation. Synchronism depends on power-angle
relationships and the dynamics of SM rotor angles. On the other hand, instability may also
be encountered due to collapse of load voltage and is, therefore, an issue of voltage control.
The response of only a limited amount of equipment present in the power system may
be important for the evaluation of stability after being subject to a certain disturbance.
Hence, the classification into various categories greatly facilitates the understanding of
stability problems and the identification of relevant components [60, 62].

Rotor angel stability refers to electromechanical oscillations inherent in power
systems with SM. It is characterized by the variation of the power output of SM when their
rotor oscillates. Under steady-state conditions, the rotor speed of a SM remains constant
and there is equilibrium between the output electrical torque and the input mechanical
torque. If this equilibrium is upset following a disturbance and one generator temporarily
runs faster than the another, its rotor’s angular position will advance relative to slower
machines.

The relationship between active power transmitted over a line represented by a pure
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series reactance xLine and the voltages at its terminals is given as

P = v1v2

xLine
sin δ, (2.1)

where v1 and v2 are the terminal voltage magnitudes and δ is the angular separation.
Depending on this power-angle relationship, part of the load is transferred from the slow
to the fast machine. Resulting from the sinusoidal shape, an increase in angular separation
is accompanied by a decrease in power transfer beyond an angular limit of δ = 90◦ and
leads to instability.

System stability depends on the existence of two components of the electrical torque
of SM. The change in electrical torque ∆Te of a SM following a perturbation is resolved
into two components as follows:

∆Te = TS∆δ + TD∆ω, (2.2)

where TS is the synchronizing torque coefficient and TS∆δ is the synchronizing torque
component, which is proportional to the rotor angle perturbation ∆δ. TD is the damping
torque coefficient and TD∆ω is referred to as the damping torque component, which is
proportional to the rotor speed deviation ∆ω. Instability in form of an aperiodic drift
follows from the lack of sufficient synchronizing torque. On the other hand, oscillatory
instability is a consequence of the lack of sufficient damping torque.

It is common to characterize the rotor angle stability phenomena in terms of two
categories for convenience in analysis [60]:

• Small-signal (or small-disturbance) stability is the property of the power system to
preserve synchronism under small disturbances such as little variations in generation
and loads. Linearization of system equations is permissible for purposes of analysis
as the disturbances are considered sufficiently small. In power systems dominated
by SM, the small-signal stability is largely a problem of insufficient damping of
oscillations. Oscillations localized at a small part of the power system are termed
local modes or machine system modes. They are associated with the swinging of
units of a generating station relative to the rest of the power system. Oscillation
of a group of machines in one part of the system against machines in other parts
are referred to as inter area modes. When generating units and other control
modes are the main cause of oscillations, the term control modes is used. The
usual causes are the poor tuning of AVRs, governors, HVDC converters and static
var compensators. Another type are torsional modes which are associated with
turbine-generator shaft system rotational components. They are a consequence
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of interaction with series-capacitor-compensated lines, excitation controls, speed
governors and HVDC controls.

• Transient stability is the property to preserve synchronism when subject to a severe
transient disturbance. Short circuits of different types, such as phase-to-ground,
phase-to-phase-to-ground or three-phase are the contingencies usually considered.
The non-linear power-angle relationship influences the resulting system response,
which involves large excursions of generator rotor angles. Both the initial operating
state and the severity of the disturbance affect the transient stability. In general,
the post-disturbance steady state is different from that prior to the disturbance and
the study period of interest is limited to three to five seconds after the disturbance.

Both small-signal and transient rotor angle stability are classified as short term phenomena
[62].

Voltage stability is the property of a power system to maintain acceptable voltages
at all buses after being subject to a perturbation and under normal operating conditions.
Instabilities are characterized by a progressive and uncontrollable drop in voltage as a result
of an increase in load demand, for instance. Often, the main factor leading to instability
can be identified as the inability to meet the reactive power demand. The analysis of the
problem is based on the voltage drop due to the power flowing through predominantly
reactive impedances in the transmission network. Whereas voltage instability is essentially
a local phenomenon, its consequences may have widespread impact leading to a sequence
of accompanying events and voltage collapse in a significant part of the power system [63].

It is again helpful to classify the subclasses small-disturbance and large-disturbance
voltage stability:

• Small-disturbance voltage stability is concerned with small perturbations and is
determined by the characteristics of loads and controls at a certain point in time.
Static analysis can be effectively used to identify stability margins and examine a
wide range of system conditions [64].

• Large-disturbance voltage stability covers the systems property to control voltages
after large disturbances such as loss of generation or system faults. This involves
interactions of continuous and discrete controls and protections as well as load
characteristics. It requires the investigation of the non-linear dynamic performance
of system considering time frames extending from a few seconds to tens of minutes.
Hence, the performance needs to be examined with long-term dynamic simulations.

Angle and voltage instabilities often go hand in hand. However, to understand the
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underlying causes and develop appropriate design and operating procedures, the distinction
is necessary [60, 62].

Voltage stability problems usually have time frames of a few seconds up to tens
of minutes. Dynamics of HVDC converters, electronically controlled loads and induction
motors are involved in short term voltage stability and the analysis involves the solution of
appropriate system differential equations. Short-circuits close to loads are of interest in
contrast to angle stability [62].

Slower acting equipment such as thermostatically controlled loads, generator current
limiters and tap-changing transformers contribute to long term voltage stability. The
study period extends up to several minuted.Stability is not determined by the severity
of the initial disturbance, but rather by the resulting outage of equipment. The causes
of instability are small-signal instability of the post-disturbance steady state or lack of
attraction toward the stable post-disturbance equilibrium. Static analysis is used to identify
stability margins and to investigate a range of system conditions and scenarios. It should
be complemented by quasi-steady-state time-domain simulations where the impact of
controller time constants is relevant [62].

The ability to maintain steady frequency despite imbalance between load and
generation after a severe system upset is referred to as frequency stability. It is associated
with the ability to restore the balance between load and generation, while avoiding
unintentional load disconnection. Otherwise sustained frequency swings and resulting
tripping of generation and loads can occur. Frequency stability can invoke actions of
processes that are not modelled in voltage stability studies or conventional transient
stability, such as slow boiler dynamics or Volts/Hertz protection of generators. Such
situations are commonly associated with the conditions after splitting into islands of large
interconnected power systems. In comparison to rotor angle stability, frequency stability is
determined by the mean frequency of an island rather than the relative motion of machines.
The reasons causing frequency instability are generally insufficient coordination of control
and protection equipment, inadequate generation reserve or improper equipment response
[62].

The characteristic time frames of frequency stability phenomena range from fraction
of seconds, involving devices such as generator controls or underfrequency load shedding,
to minutes, where devices such as load voltage regulators and prime mover energy supply
are dominant. An undergenerated island with inadequate load shedding is an example
of short term frequency instability. Long term frequency stability involves more complex
phenomena associated for example with boiler protection or turbine overspeed controls
[62].
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2.3.1.2. Microgrids

There are some distinct differences between microgrids and conventional power systems
which also affect the observed stability phenomena [65]. Microgrid feeders are relatively
short and are operated at low or medium voltage levels with high R/X ratios. Consequently,
the intrinsic coupling between voltages and reactive power and angles and active power
is less distinct. The low short circuit capacity entails that a small change in microgrid
configuration, e.g. the start up of a genset, can result in comparatively large frequency
and voltage perturbations. Furthermore, the smaller size leads to higher uncertainty due
to fluctuations in load and generation. Loading is typically unbalanced with up to 100 %
difference between phases [66].

The differing characteristics also result in different types of stability problems.
Transient and voltage stability issues typically occur more frequently than frequency
stability problems in conventional systems. In microgrids, however, the lower inertia makes
maintaining frequency stability more challenging. Frequency and voltage are strongly
coupled in microgrids and instability is manifested by fluctuations in all system variables.
The conventional classifications into angle, frequency and voltage stability is, therefore,
not adequate.

Based on this discussion, it becomes apparent that the classification of stability
phenomena in conventional power systems does not properly reflect the conditions in
microgrids and new categories need to be identified. Possible identifiers are the relative
size of the disturbance, the time-span, the physical cause, the methodology to analyse or
predict the instability or the physical components that are involved in the process. The
IEEE PES Task Force on Microgrid Stability puts the emphasis on the type of equipment
and/or controllers involved [65].

A microgrid is defined stable if, after being subject to a disturbance, all state
variables recover to a (possibly new) steady-state that satisfies the operational constraints
and without the necessity of any involuntary load shedding. If loads are disconnected
only in order to isolate faulted elements, the microgrid is considered stable if it meets the
aforementioned criteria [65].

As illustrated in Fig. 2.3, the stability is divided into phenomena pertaining to
equipment control system and to active and reactive power sharing and balance. In either
category, the instability can be short- or long-term. Heavily loaded microgrids may show
undamped oscillations with small load changes in the long term. On the other hand, poor
coordination of power sharing schemes can quickly lead to oscillations beyond acceptable
limits in the short term. The disturbances correspond to any exogenous inputs. Operational
mode or set-point adjustments as well as load changes for example, are considered small
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Figure 2.3.: Classification of microgrid stability [65].

disturbances. Disturbances such as unplanned transitions from grid-connected to islanded
mode of operation, loss of generations units or short-circuits are referred to as large
disturbances [65].

Power supply and balance stability are connected to the maintenance of power
balance and the effective sharing of load demand among the DER, while satisfying
operational requirements. This is associated with contingencies such as violation of DER
limits, loss of a generation unit, poor power sharing among multiple DER or involuntary
no-fault tripping. This may jeopardize the system frequency and cause large excursions at
a high rate of change [67].

A large load step followed by inadequate system and protection response is one
example. Undamped oscillations that last for a few seconds up to minutes can occur
[68], which is rarely observed in conventional systems. The duration of such phenomena
depends on the time it takes for the frequency protection to operate.

Voltage collapse in the form of a slow and sustained decay, as seen in conventional
systems, is not an issue in microgrids due to the relatively short line lengths and smaller
voltage drops. However, any changes in DER terminal voltages are almost immediately
reflected in the rest of the system [69]. This necessitates proper coordination of DER
(e.g. reactive power/voltage droop) to avoid high reactive power flows. Delayed voltage
recovery after faults can also be a problem. Induction motors absorb high amounts of
reactive power during voltage sags to re-magnetize, which may not be available [70].
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Voltage stability is also an issue on the DC side of PED. Especially when operating
close to the active power limit, undamped ripples can occur in the voltage across the
DC-link capacitor when the reactive power demand increases [71].

Examples for short-term voltage instabilities include fast dynamic changes in the
active/reactive power demand. Gradual steady state increase in demand and DER output
limits being reached is an example for long-term voltage instability.

The second major grouping is the control system stability, which pertains to
inadequate control schemes and/or poor tuning of equipment controllers. With regard
to electric machine stability, the ability to return to synchronism was the major concern
in conventional systems. However, this is less of an issue in microgrids as SM show high
resiliency for faults even when relative angles are large and even if the fault is sustained
for a long time as demonstrated in [72]. Synchronizing and damping torque problems have
not been reported when SM are equipped with reasonably tuned AVRs and governors.
Hence, SM instability in microgrids is mainly associated with inept tuning of AVRs and
governors [65].

Converter stability is concerned with small- and large-perturbation instabilities of
PED. Small-perturbation stability is a major issue for inner voltage and current control
loops. Their tuning is challenging. High harmonic oscillations in the range hundreds of
Hz or kHz may occur [73] in contrast to the low-frequency oscillations caused by outer
power sharing controllers, which are attributed to power supply and balance stability.
Besides inner loop tuning, high-frequency switching can trigger resonance of LCL filters.
The bandwidth of PLLs of grid-feeding PED also plays a vital role in microgrid stability
[74]. Another serious concern is the tripping of PED after large disturbances due to
under-frequency and under-voltage protection schemes.

This work is dedicated mainly to small-disturbance/small-signal stability issues. A
clear assignment to the categories described cannot be made. In fact, it will be shown
that the inner loop controllers and PLL tuning have a significant impact on the power
sharing and the time scales are not clearly separated. Hence, as defined above, control
system stability has a certain impact on power supply and balance stability. However, as
harmonics are not considered and the focus is placed on the power sharing of DER, the
most appropriate categorisation for this work is power supply and balance stability. Droop
control is used which affects both voltage and frequency stability. DC-link voltage stability
is not considered as the DC capacitor is assumed large and the supply from the energy
source is supposed to meet the AC side demand.

The part of this work dedicated to microgrid synchronization and the stress of
microgrid components at breaker closing can be assigned to the category large disturbance
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Figure 2.4.: Time frames of dynamic phenomena.

frequency stability.

2.3.1.3. Time Frames

Fig. 2.4 gives an overview of the time frames of basic power system dynamics phenomena,
stability problems due to SM and controllers of DER investigated in this work. Power
system dynamic phenomena may be resolved into four groups, based on their physical
character: Wave, electromagnetic, electromechanical and thermodynamic. Although some
dynamics belong to two or more groups while others lie on the boundary between groups,
this broad classifications is convenient, but by no means absolute.

The fastest dynamics pertain to wave effects corresponding to the propagation of
electromagnetic waves due to switching operations or lightning strikes. Electromagnetic
dynamics are located in the machine windings following a perturbation. These dynamics
are also involved in the response of protection systems or the interaction between electrical
machines and the network [14]. Electromechanical phenomena are characterized by the
oscillation of rotating masses of generators and motors after a disturbance and the prime
mover control. Boiler control action in steam power plants are involved in the slow
thermodynamic phenomena [61]. Apparently, one single model cannot accommodate the
wide range of bandwidths in Fig. 2.4 [75].

The short and long term rotor angle stability of conventional power systems domi-
nated by SM was discussed in Sec. 2.3.1.1. It becomes apparent that the dynamics of
the controller of inverters in the kW class have a higher bandwidth than the dynamic
phenomena affecting the stability of SM. This is the reason why the dynamics of network
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lines should generally not be neglected in the dynamic stability investigation of inverter-
dominated power systems. The fast dynamics of the inner control loops interact with the
network dynamics and the approximation to use algebraic equations for the network model
can neglect important modes [76]. The bandwidth of the current controller should be ten
times smaller than the switching frequency of the semiconductors and is usually around
1 kHz. The voltage controller ought to be about 3 to 5 times slower than the current
controller. The power sharing control is the outermost controller of the cascade and its
bandwidth is usually selected between 2 and 10 Hz [77].

The switching frequency of the DFIG is lower compared to the former inverter
example in the kW range, due to the higher rated power in the MW range. This reduces the
losses. Semiconductor switching is between about 1 and 8 kHz and the bandwidth of the
current controller is again about 10 times lower, whereas the turbine speed control response
can take up to several tens of seconds [78]. Grid-forming control, which necessitates a
voltage control loop, is not considered for DFIG in this work.

2.3.2. Small-Signal Stability

The problem of predicting the small-signal stability of microgrids with high share of
inverters has attracted researchers from various fields and so, several approaches have
evolved. Reviews of some of the methods are presented in [79, 80, 81]. Three of the most
widely applied approaches are introduced in the following sections.

2.3.2.1. Modal Analysis

Modal analysis is based on the state-space representation of dynamic systems. A set of
n first order nonlinear ordinary differential equations of the following form describe the
behaviour of a dynamic system:

ẋi = fi(x1, x2, ..., xn;u1, u2, ..., ur; t) where i = 1, 2, ..., n, (2.3)

where n is the order of the system and r is the number of inputs. By using vector-matrix
notation, this can be rewritten

ẋ = f(x, u, t). (2.4)

The column vector x is denoted as the state vector and its entries xi are the state variables.
The column vector u represents the inputs to the system. Time is denoted by t, ẋ is the
derivative of a state variable x with respect to time. It is referred to a time-invariant
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system if the derivatives of state variables are not explicit functions of time:

ẋ = f(x, u) (2.5)

The output variables of the system may be expressed in terms of state variables and input
variables as

y = g(x, u), (2.6)

where y is the column vector of outputs and g is a vector of nonlinear functions relating
state and input variables to output variables.

At any instant of time t0, the state of a system represents the minimum amount of
information that is necessary to determine its future behaviour without reference to the
input before t0. State variables are any set of n linearly independent system variables that
describe the state of the system. An n-dimensional euclidean space called state space may
be used to represent the system state. The system state will change with time, whenever
the system is not in equilibrium or the input is non-zero.

In the equilibrium, all derivatives ẋ1, ẋ2, ..., ẋn are simultaneously zero. The equilib-
rium point must satisfy the equation

f(x0) = 0, (2.7)

where x0 is the state vector x at the equilibrium point.
A system is linear if the functions fi(i = 1, 2, ..., n) in (2.5) are linear. Whereas a

linear system has only one equilibrium state, more than one equilibrium points may exist
for a nonlinear system. The input and the initial state has no influence on the stability of
a linear system. On the other hand, the stability of a nonlinear system is dependent on
the type and magnitude of input as well as the initial state. A nonlinear system is called
locally or small-signal stable if it remains within a small region surrounding the equilibrium
point when subject to a small perturbation. Finite stability is given when the state of
a system remains within the finite region R. The criterion for global stability is that R
includes the entire finite space.

By linearizing the nonlinear system equations about the equilibrium, local stability
conditions can be investigated. Assuming that x0 is the initial state vector and u0 the
input vector with respect to the equilibrium point, (2.5) becomes

ẋ0 = f(x0, u0) = 0. (2.8)
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Perturbing the system from the above state results in:

x = x0 + ∆x; u = u0 + ∆u, (2.9)

where the prefix ∆ represents a small deviation. The new state is described according to
(2.5):

ẋ0 + ∆ẋ = f [(x0 + ∆x), (u0 + ∆u)] (2.10)

Due to the small perturbations, the nonlinear functions f(x, u) can be approximated in
terms of first order Taylor’s series expansion and it is obtained that

∆ẋi = dfi
dx1

∆x1 + ...+ dfi
dxn

∆xn + dfi
du1

∆u1 + ...+ dfi
dur

∆ur (2.11)

with i = 1, 2, ...n. Likewise, referring to (2.6), it can be written that

∆yj = dgj
dx1

∆x1 + ...+ dgj
dxn

∆xn + dgj
du1

∆u1 + ...+ dgj
dur

∆ur, (2.12)

where j = 1, 2, ...,m. This leads to the linearized forms of (2.5) and (2.6):

∆ẋ = A∆x+ B∆u (2.13)

∆y = C∆x+ D∆u (2.14)

where

A =


df1
dx1

. . . df1
dxn

...
. . .

...
dfn
dx1

. . . dfn
dxn

 , B =


df1
du1

. . . df1
dur

...
. . .

...
dfn
du1

. . . dfn
dur

 ,

C =


dg1
dx1

. . . dg1
dxn

...
. . .

...
dgm
dx1

. . . dgm
dxn

 , D =


dg1
du1

. . . dg1
dur

...
. . .

...
dgm
du1

. . . dgm
dur

 ,
(2.15)

where ∆x is the state vector of dimension n, ∆y is the output vector of dimension m,
∆u is the input vector of dimension r, A is the state or plant matrix of size n× n, B is
the control or input matrix of size n× r, C is the output matrix of size m× n, D is the
feed-forward matrix which defines the proportion of input which appears directly in the
output of size m× r. These partial derivatives are formed around the equilibrium point
where the small perturbation is analysed. The state equations in the frequency domain
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are obtained using the Laplace transform with the Laplace operator s:

s∆x(s)−∆x(0) = A∆x(s) + B∆u(s) (2.16)

∆y(s) = C∆x(s) + D∆u(s). (2.17)

The formal solution of the state equations shows that the poles of ∆x(s) and ∆y(s)
are the roots of the equation [60]

det(sI −A) = 0, (2.18)

where I is the unity matrix. This is referred to as the characteristic equation and the
values of s which satisfy the above conditions are known as eigenvalues λ of the matrix
A. The system is asymptotically stable if the eigenvalues have negative real parts and
it is unstable if at least one of the eigenvalues has a positive real part, which is also
referred to as the Routh-Hurwitz criterion. On the basis of the first order approximation,
it is not possible to generally determine the stability if the eigenvalues have real parts
equal to zero. A mode is non-oscillatory if its eigenvalue is real. Hence, a negative
real eigenvalue corresponds to a decaying mode. The faster the decay, the larger the
eigenvalue’s magnitude. Aperiodic instability is represented by a positive real eigenvalue.
Oscillatory modes are present in systems with complex eigenvalues given as conjugate
pairs. The frequency of oscillation is derived from the imaginary component, whereas the
damping depends on the real component. Therefore, for a complex pair of eigenvalues
λ = σ ± jω. The frequency of oscillation in Hz is given by f = ω

2π . The damping ratio ζ
is often used as a measure for oscillatory modes in power systems

ζ = −σ√
σ2 + ω2

. (2.19)

The damping ratio ζ determines the rate of decay of the amplitude of the oscillation with
respect to cycles of oscillation.

For an eigenvalue λi, there exists at least one non-zero vector φi which satisfies
(2.20). The vector φi is called a right eigenvector of the eigenvalue λi [82].

Aφi = λiφi. (2.20)

For an eigenvalue λi, there exists at least one non-zero vector Ψi which satisfies (2.21).
In this case, the vector Ψi is called a left eigenvector of the eigenvalue λi.

ATΨi = λiΨi (or ΨT
i A = λiΨT

i ). (2.21)
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A right eigenvector indicates on which variables a mode is more observable and, therefore,
carries mode observability information. It reflects relative magnitudes and relative phases
of the corresponding system variables. A left eigenvector indicates by modulation of which
system variables the mode is more controllable and, therefore, carries mode controllability
information and determines the dominance of its mode. Participation factors, transfer
function residues and mode sensitivities can be derived from eigenvectors and they contain
rich information about the dynamic properties of a system under study.

A shortcoming of right and left eigenvectors is that their elements are dependent on
units and scaling associated with the state variables, which hampers the identification of
the relationship between the states and the modes. Therefore, a matrix referred to as the
participation matrix P was introduced [83], which combines the right and left eigenvectors
to derive a measure of the association between the state variables and the modes:

P = [p1, p2, ... pn], (2.22)

with

pi =


p1i

p2i
...
pni

 =


φ1iΨi1

φ2iΨi2
...

φniΨin

 (2.23)

where φki is the kth entry of the right eigenvector φi and Ψik is the kth entry of the left
eigenvector Ψi. The element pki = φkiΨik is referred to as the participation factor. It
represents the relative participation of the kth state variable in the ith mode, and vice
versa. It is beneficial that pki is dimensionless due to the effect of multiplying elements
of the left and right eigenvectors. The participation factor combines controllability and
observability and is also a measure of the sensitivity of the eigenvalue λi to the diagonal
elements akk of the state matrix A:

pki = dλi
dakk

. (2.24)

A literature review on the usage of modal analysis for microgrid stability assessment is
provided in the following and advantages and shortcomings of the method are revealed. By
direct comparison to numeric time domain simulation, modal analysis features a number
of advantages [82]. It reveals rules behind complicated phenomena of system dynamics
through a systematic approach, whereas in simulation method various disturbances are
applied and plotted responses are observed in a trial-and-error approach. Modal analysis
allows for the detailed and individual analysis of weakly damped and unstable modes. The
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pattern of each mode is indicated unambiguously. However, modes of different frequencies
and damping are mixed in time domain simulation, which hinders the evaluation of the
results. The systematic approach behind modal analysis can reveal information about
the proper tuning of controllers or the siting of damping controllers, for instance through
participation factors. In contrast, simulation results lack such systematic information.

On the other hand, simulation has a wide field of application, whereas modal analysis
is only suitable for small-signal stability. Numeric simulation also captures non-linearities
and its results may be more intuitive to some engineers. A drawback of modal analysis is
that it requires detailed modelling of the entire system and these data may not always be
available. Moreover, models become increasingly complex for larger systems [82].

Modal analysis has been widely applied in the stability analysis of islanded microgrids.
[84] investigates the small-signal stability of a microgrid with droop-controlled inverters
when the droop gains are varied. It is concluded that the stability mainly depends on the
smallest electrical distance (impedance) between two inverters occurring in the microgrid.
Hence, the stability deteriorates with smaller electrical distances between grid-forming
inverters. This contrasts with large interconnected power systems with SM, where longer
lines impair the stability.

The stability of an existing MV microgrid on a physical island is analysed in [48],
considering primary, secondary and tertiary control. Diesel powered SM are the grid-
forming units that interact with grid-supporting battery storage systems. The time delay
of communication is incorporated in the stability analysis. A microgrid comprising various
components such as a wind turbine with asynchronous machine, a SM and battery storage
systems is regarded in [85]. The prediction of the dynamics is successfully verified by
time-domain simulation. A number of DER types, such as SM, wind turbines with full-size
converter and battery storage systems, are also investigated in [86]. The dynamics of the
governor and AVR are neglected.

[87] examines the stability of microgrids with droop-controlled diesel SM and
inverters, neglecting the line dynamics. The droop gains of the diesel SM dominate the
stability. Similar analysis is conducted in [88]. It is concluded that smaller droop gains of
the SM and a non-linear droop with derivative term of the inverter improve the stability.
Moreover, the influence of the operating point on the dominant modes is found to be
minor. This observation is confirmed in [89, 90] concluding that the system does not
exhibit a high degree of non-linearity. On the other hand, [91] argues that the linearisation
around an operating point is not suitable to ensure global stability and that the lack of
exact modelling parameters impedes the small-signal analysis. Hence, an online approach
based on Singular Entropy Matrix Pencil method [92] is proposed, where the modes are
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continually extracted from measurement data.
The small-signal stability of microgrids with grid-forming and grid-feeding inverters

is examined in [93]. The upshot is that the dynamics of grid-forming droop controlled and
grid-feeding inverters are nearly decoupled. An energy management system that provides
optimized droop coefficients every 15 seconds is implemented in [94] and some worst case
scenarios are identified. [90] optimizes droop gains not only with regard to stability, but
also considers rate of change of frequency relays. A trade-off is made between stability
and limiting of frequency transients. Hopf Bifurcation is utilized in [95, 96] to allow for an
efficient determination of parameter ranges with stable system behaviour.

2.3.2.2. Lyapunov’s Direct Method

Lyapunov stability is widely used in control theory [97]. Furthermore, Lyapunov stability is
an important characteristic of an equilibrium point of a dynamic system. The method
attempts to prove stability directly resorting to suitable functions which are defined in the
state space. It can be formalized by the following definitions [60]:

• The equilibrium of (2.5) is stable if there exists a positive definite function V (x1, x2, ..., xn)
such that its total derivative V̇ with respect to (2.5) is not positive.

• The equilibrium of (2.5) is stable if there exists a positive definite function V (x1, x2, ..., xn)
such that its total derivative V̇ with respect to (2.5) is negative definite.

• The system is stable in that region in which V̇ is negative semi definite, and
asymptotically stable if V̇ is negative definite.

For further information on the applications of Lyapunov’s direct method, the reader is
referred to [98].

The main advantage of Lyapunov-based techniques is that they quantify the magni-
tude of the deviations or excursions the system can sustain by estimating the domain of
asymptotic stability. This facilitates the design and optimization of control and protection
systems and provides an estimate of the size of disturbance that can be tolerated. The
large-signal non-linear stability analysis has a much broader domain of validity compared
to the small-signal linear analysis. A large-signal stable system is also small-signal stable,
whereas the opposite is not inevitably true [99].

The large size of interconnected power systems hinders the application of Lyapunov’s
method. On the other hand, the manageable size of microgrids facilitates the usage.
However, the number of publications on large-signal stability studies of microgrids is
limited compared to small-signal stability studies. Numeric simulation is a more common
means of large-signal studies than Lyapunov-based techniques [100].
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Source Load

Figure 2.5.: Source and load subsystems for impedance-based stability analysis.

One of the main drawbacks is that there is no general systematic method to define
the Lyapunov’s function V (x) and it can be easily computed only for comparatively simple
systems [101]. This necessitates system simplifications [102] which are not applicable to
all types of controllers and networks.

The stability of a very small microgrid consisting only of an inverter and a load is
investigated with Lyapunov’s method in [103]. An islanded microgrid with grid-forming
droop controlled inverters is analysed in [97]. To apply the method, lines are assumed
purely inductive. [104] simplifies the model by neglecting the inner current and voltage
loop of the inverter and using a Taylor approximation for the line dynamics. It is seen that
the parameters of the interconnection line between grid-forming inverters play a dominant
role for the system stability. The criteria for stability found in [104] are applied to a small
microgrid in [105] by testing the criteria for each pair of droop controlled inverters.

2.3.2.3. Impedance-Based Stability

The impedance-based approach entails that each load and source is described by its input
and output impedance. In order for the interconnected source-load system to be stable,
the ratio of the source output impedance to the load input impedance must satisfy the
Nyquist stability criterion. It was first presented in [106] for DC systems and was expanded
to AC in [107]. Fields of application are the the design of switching-mode power supplies
with input filters, as well as more complex DC distributed power systems [108]. The
method was generalized for AC power systems in [79].

As given in Fig. 2.5, the system is partitioned into the source subsystem represented
by its Thevenin equivalent circuit which consists of an ideal voltage source in series with
an output impedance zs, whereas the load subsystem is modelled by its input impedance
zl. With almost all power electronic circuits being non-linear, this linear approximation is
valid only for small-signal analysis. The current i(s) flowing from the source to the load is
then

i(s) = vs(s)
zl(s) + zs(s)

. (2.25)
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This can be rearranged resulting in [109]

i(s) = vs(s)
zl(s)

1
1 + zs(s)/zl(s)

. (2.26)

The source voltage is assumed stable when unloaded and the load current is assumed
stable when powered from an ideal source. It follows that both vs(s) and 1/zl(s) are
stable. The stability of the current then depends on the stability of the second term on
the right-hand side of (2.26):

H(s) = 1
1 + zs(s)/zl(s)

. (2.27)

It is observed that H(s) resembles the close-loop transfer function of a negative feedback
control system with a unity forward gain and a feedback gain of zs(s)/zl(s). Analysis
by linear control theory shows that H(s) is stable if and only if zs(s)/zl(s) satisfies the
Nyquist stability criterion [106].

It is important to note that the source is assumed to be a voltage source that is
stable when unloaded. Grid connected inverters, however, are often controlled in the
current-injection or grid-feeding mode and do not show voltage source behaviour. An
impedance-based stability criterion for current-source system is developed in [109]. It
is seen that a current source should have a high parallel output impedance in contrast
to voltage source systems, where the output series impedance should be low in order to
ensure stable operation over a wide range of loads.

One shortcoming of the impedance-based method is the limited observability of
certain states as a consequence of its dependence on the definition of local source-load
subsystems. This entails the necessity to investigate the stability at several subsystems
interfaces, if a more general statement on the system stability is to be made. Therefore,
critical locations have to be identified, where the application of the method reveals
the influence of a controller or a passive component on the stability [110]. Another
disadvantage is that the physical insight into the model gets lost when the impedance
model is built.

An advantage is that the impedance-based analysis captures all the small-signal
features of the real system, including the PWM, for instance. It can therefore predict
sustained harmonic oscillations of voltage source converters. Hence, it is recommended
in [110] to ensure the global stability resorting to eigenvalue-based analysis and to avoid
sustained harmonic oscillation at local AC-DC interfacing points by impedance-based
analysis. Another benefit is that the system model is readily obtained in the form of a
linear network. Analysing system stability at a local point of the network merely involves
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the computation of the equivalent load and source subsystem impedance based on linear
network theory [79]. If an analytical impedance model cannot be derived, the input and
output impedance can be obtained through measurement or by numerical simulation.
Furthermore, analysis can point to possible solutions, indicating how the input and output
impedances should be reshaped to stabilize the system.

The stability of an AC distribution system based on power electronics is investigated
in [111] using the impedance method in the dq frame. The transformation into the dq
frame results in two decoupled DC systems and impedance specification criteria developed
for DC systems can be readily applied. The dq reference frame is also utilized in [112]
for impedance-based analysis of networks with a high share of DER in combination with
HVDC. The influence of the PLL bandwidth on the stability of three-phase inverters in
weak grids is investigated in [113, 114]. The non-linear low-frequency dynamics of PLLs are
also analysed in [115] laying the basis to determine the impact of large penetration levels
of DER. [116] optimizes the current controller and the PLL parameters of a grid-feeding
inverter in a weak grid. Damping methods for inverter LCL filter are investigated in [117]
and future trends are identified. [118] focuses on oscillatory phenomena between wind
farms and HVDC. It is stated that, as a rule of thumb, the system operates stably when
the bandwidth of the HVDC rectifier (which is the source) is faster than the bandwidth of
the wind farm inverters (load).

2.3.2.4. Numerical Simulation

Numerical simulation is used in this work for the purpose of results illustration. Moreover, it
is used to evaluate the ability of a system to quickly reach a steady-state after perturbations.
Another application is the microgrid reconnection with the bulk power system and the
evaluation of the component loadings in this process.

Depending on the nature of the study, components can be represented by ordinary
differential equations, differential-algebraic equations or partial differential equations
in power system transient studies. If the focus is placed on the local distribution of
electromagnetic fields along a transmission line, a distributed parameter representation
with partial differential equations will be used. When the interconnection of electromagnetic
fields of different components is of concern, the lumped parameter description of the
interconnecting lines is sufficient. The electromagnetic transients can even be omitted
if the purpose of the analysis are the slower and more system wide electromechanical
transients [119]. A closer look at the network representation in LV microgrids used in this
work is taken in Sec. 3.4.

Power system models comprise slow continuous dynamics, like the frequency regula-
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tion of SM, as well as fast dynamics like controllers of inverters of PED. Relay logics of
protective devices or switched loads exhibit also discrete dynamics. Being interconnected,
the mathematical representation ought to capture the continuous and discrete nature of
the components. Linearity is another important aspect of the mathematical representation
of a system. Power systems contain a number of sources of nonlinearities. A pervasive
example is the power transfer over the line impedance which is described by trigonometric
functions as exemplified in (2.1) for active power and a purely inductive line. Power
systems are, therefore, an important class of hybrid systems, described as large-scale,
nonlinear systems with fast/slow continuous and discrete states [119].

The software Matlab/Simulink [120], which is based on a causal modelling approach,
is used in this work. The main difference to non-causal (sometimes also called acausal)
modelling, such as the Modellica language [121], lies in the distinct definition of input
and output variables. In non-causal modelling, systems are built by simply connecting the
interface of subsystems. The software automatically and conveniently detects the variables
to be exchanged between subsystems and the user simply specifies the model equations
which need to be satisfied. On the other hand, in causal modelling, rigid variable input
and output relations need to be defined for each subsystem [119].

In time-domain simulations, the nonlinear system behaviour is approximated by
piecewise linear system behaviour. To obtain the system state over time, computational
efficient methods and algorithms for linear systems are applied. Their efficiency is dictated
by the degree of system nonlinearities. Discrete events can be thought as transitions
from one continuous dynamic system to another, affecting the set of differential algebraic
equations.

The suitability of numerical integration methods is highly dependent on the charac-
teristics of the simulated system. It is necessary to solve a large nonlinear and stiff set
of differential-algebraic equations for the combined simulation of the various timescale
phenomena occurring in microgrids. The major characteristics of a numerical simulation
method are its numerical stability, accuracy and efficiency. Commonly used methods are
Backward Euler, trapezoidal method and Gear’s method [119]. For enhanced efficiency,
strategies such as automatic step size control, application of dishonest Newton method
(keeping the Jacobian matrix constant over a number of iterations) and sparse matrix
solution techniques are frequently used. The step size should be adjusted small enough if
the states vary rapidly and can be chosen large after transients have decayed to increase
the efficiency. Matlab’s ode23tb solver for stiff systems is used in this work. It is an
implementation of an implicit Runge-Kutta formula, where the first stage is a trapezoidal
rule step an the second stage is a backward differential formula of order two [119].
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Table 2.2.: Summary of approaches to stability analysis.
Numerical simulation Lyapunov’s direct method

+ Intuitive method

+ Wide field of application

+ Supports all types of models and con-
trollers (discrete, nonlinear, unbal-
anced)

− Computationally expensive for com-
plex systems

− Various disturbances have to be simu-
lated and evaluated in a trial-and-error
approach

− Modes of different frequencies and
damping are mixed, no systematic in-
formation

+ Estimates the domain of asymptotic
stability or ensures global stability

+ Broad domain of validity

− No general systematic method to de-
fine Lyapunov’s function

− Necessitates model simplifications

Impedance method Modal analysis
+ Captures all small-signal features, in-

cluding PWM, harmonics, etc.

+ Impedance model is readily obtained
analytically, through numerical simu-
lation or measurement

+ Provides information how input and
output impedances should be re-
shaped to stabilize system

− Limited observability of certain states

− Necessity to investigate several source-
load subsystems

− Physical insight into the model gets
lost

+ Systematic and flexible approach

+ Individual and detailed analysis of
modes revealing rules behind compli-
cated phenomena

+ Delivers information for proper con-
troller tuning and siting of devices

− Analyses only linearised system at op-
erating point (no global stability)

− Requires detailed information on
model parameters

− Models become complex for larger sys-
tems

A closer look at the advantages and disadvantages of the numeric simulation
approach is also taken in Sec. 2.3.2.1 on modal analysis.

2.3.2.5. Comparison

Table 2.2 summarizes the advantages and disadvantages of the approaches described.
Modal analysis is the most widely applied approach in literature and is also selected as the
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main method for this work. The primary reason is its flexibility and the fact that the model
can be easily extended for any DER type. Furthermore, the method is easily combined
with numeric simulation, as done in this work, using the non-linear model of the system for
the simulation and linearized snapshots for modal analysis. Another important advantage
for this work is that the impact of control parameter variations and model simplifications
on the dominant modes can be analysed in detail and visualized in eigenvalue plots.

2.4. Model Order Reduction

2.4.1. Classification

Model simplifications reduce the computational cost of numeric simulation and pave the
way for stability analysis with Lyapunov’s method. Reduced complexity can also give
better insight into key factors influencing stability. Moreover, the reduced accuracy lowers
the chances of modelling errors when exact power system data are not available.

Three categories of model order reduction techniques are identified according to
[122, 123]:

• Parameter optimizations

• Polynomial approximations

• State truncations

Gray/black-box system identification is an example of parameter optimization, where
parameter sets of reduced-order models are optimized to minimize errors of response data
between reduced and original models.

The basis of polynomial approximation is the matching of moments or Markov
parameters between the original and reduced-order models, which are applied to transfer
function models. The original state-space model is usually transformed to reconfigure
the states according to observability, controllability or response time in state truncation
methods. Examples are balanced transformation and singular perturbation theory, which
is detailed in the next Section.

Prony method is used in [124] to propose black-box models for microgrids on the
basis of voltage, current and output power measurements. Gray-box system identification
with particle swarm optimization is applied in [125] to obtain equivalent frequency and
active power dynamics of a microgrid.

Polynomial approximation in the form of discarding fast states first, but adding
back a reduced representation of their interaction with the slow states is used in [126].
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The fast modes can be added back to the reduced model by pole-zero truncation [127],
extracting the dominant transfer functions of the fast subsystem.

2.4.2. Singular Perturbation Theory

Singular perturbation theory is frequently used to reduce the order and complexity of power
system models and is also applied in this work. The modelling of large-scale power systems
has been thoroughly investigated and a certain degree of simplification has been established
in literature. A straightforward model order reduction follows from a distinct separation
of time-scales. One important example is the neglect of line and SM stator dynamics in
phasor simulation of interconnected power systems. Although the large time constants of
SM are often stated as the main reason for the validity of the phasor simulation approach
in literature, it is interesting that some new research points out that the validity rather
follows from the large values of the impedances between generators in interconnected
power systems [104].

However, there is a lack of experience and systematic studies of microgrids and
inverter modelling with proper validation and verification [104]. In power converter design,
the speed of slow states is limited from below due to the absence of inertia, whereas
fast states are confined from above by the limitation of switching frequency and filters.
Therefore, the interaction between fast and slow states can be significant as their timescales
may actually be quite close [126]. Pushing inverter control parameters to extremes in order
to allow for a fast response of the cascaded control exacerbates the interaction between
slow and fast states.

Despite their very fast nature, the impact of network dynamics in microgrids was
pointed out in [128, 129]. [130] shows that the full-order model predicts instability,
whereas a reduced-order (Kuramoto’s) model forecasts stable behaviour over a wide range
of parameters, which corroborates the inaccuracy of oversimplified models. On the one
hand, a natural time-scale separation exists in microgrids, for instance between the droop
controller and the inner control loops of inverters. However, it follows from literature that
even very fast states can influence the slow modes [104] and the justification of exclusion of
certain degrees of freedom based on simple timescale ratio could be an oversimplification.

A general method for stability analysis of multiple timescale systems based on
singular perturbation theory is presented in the following. As elaborated in Sec. 2.3.2.1,
the dynamics of a system at an operating point can be described by a set of first-order
differential equations linearized around the equilibrium point:

∆ẋ = A∆x, (2.28)
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where x is a set of system variables and A is the corresponding Jacobian matrix. The
simplification aims at eliminating the "fast" states xf and to consider only the relevant
slow states xs. Hence, the system[

∆ẋs
∆ẋf

]
=

[
Ass Asf

Afs Aff

][
∆xs
∆xf

]
(2.29)

is separated into two subsystems corresponding to slow and fast states:

∆ẋs = Ass∆xs + Asf ∆xf , (2.30)

ε∆ẋf = Afs∆xs + Aff ∆xf , (2.31)

where ε is a set of parameters designating fast degrees of freedom [131]. One possible
way to simplify the system is to fully neglect the left-hand side of 2.31 [84], i.e. set ε to
zero, and inserting (2.31) into (2.30) leading to

∆ẋs = (Ass −AsfA
−1
ff Afs)∆xs, (2.32)

which represents the zero’s order approximation of the perturbation approach. The
accuracy of the model can be enhanced by considering the next order, stating that the
first derivative of ∆xf is non-zero, while the second derivative is negligible [104, 132]. It
follows that

∆xf ≈ ∆x(0)
f + ∆x(1)

f , (2.33)

where the superscripts in brackets designate the orders of derivatives. Inserting into (2.31)
results in

ε∆ẋ(0)
f + ε∆ẋ(1)

f = Afs∆xs + Aff ∆x(0)
f + Aff ∆x(1)

f . (2.34)

Neglecting second order terms and separating the zero and first order terms leads to

Afs∆xs + Aff ∆x(0)
f = 0, (2.35)

ε∆ẋ(0)
f = Aff ∆x(1)

f , (2.36)

and finally
∆x(0)

f = −A−1
ff Afs∆xs, (2.37)

∆x(1)
f = −A−1

ff εA
−1
ff Afs∆ẋs. (2.38)
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Inserting the last two equations as an approximation for ∆xf in (2.30) yields

(I + AsfA
−1
ff εA

−1
ff Afs)∆ẋs = (Ass −AsfA

−1
ff Afs)∆xs, (2.39)

where I represents a unity matrix. From this general expression it can be concluded that the
stability of such a system is guaranteed if the full state matrix (I+AsfA

−1
ff εA

−1
ff Afs)

−1(Ass−
AsfA

−1
ff Afs) satisfies the Routh-Hurwitz criterion.



3. Modelling

3.1. Introduction

This section details the microgrid component models used for simulation and modal
analysis. It starts with the selection of a suitable modelling and simulation software. A
whole section is dedicated to reference frame transformations as they are pervasive in
power system modelling. Furthermore, several approaches to efficiently and yet accurately
model the network line dynamics are elaborated. Going beyond the typical phasor and
natural abc-frame models, the dq0 model and a reduced first order Taylor approximation
are depicted.

The modelling of PLLs is described as they are used in DER as well as loads. The
major part of this chapter deals with the DER modelling. At first, power sharing strategies
that are applicable to all types of DER are introduced. A special focus is placed on
different droop control strategies and VI. Differences and similarities between the power
sharing approaches are pointed out. Afterwards, the DER types PED, diesel SM and DFIG
wind power plants are discussed. LCL filter design and the tuning of inner control loops
are detailed. Model-order reduction techniques found in literature are introduced and a
new approach that preserves the dynamics of the voltage controller for grid-forming PED
is proposed.

The dynamic impact of loads is not the focus of this work and a simple model is
used. The model of the synchrocheck, which controls the voltage at the point of coupling
at microgrid synchronization with the bulk system, is introduced. The chapter closes with
the depiction of an example model of a microgrid in the dq-frame.

Only three-phase systems are treated in this thesis. To simplify the diagrams, the
single-phase representation is usually shown.

3.2. Software

Simulink [120] software is used for numerical simulation as well as linearization of the
state-space model at certain operating points in this work. Simulink offers more flexibility
compared to other options, including commercial software. Its control systems toolbox
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also comes with many useful features for linear system analysis.
However, it was found that its SimPowerSystems toolbox with specialized technology

for power system modelling is not efficient enough for the purposes of this work. Moreover,
it is not free of bugs. Therefore, all models are build from basic simulink blocks, such
as integrators, gains or state-space models (one exception is the DFIG wind power plant,
where the built-in model is used). In combination with the network modelling approaches
introduced later in this chapter, this drastically improved numerical simulation performance.
Simulink’s graphical modelling approach can be helpful at times, but also increases the time
and effort for the scripting automation of recurring tasks, such as the network construction.

3.3. Reference Frame Transformation

Reference frame transformations are used in many contexts of power system modelling,
control and analysis. Their original application were AC machines to eliminate time-varying
inductances [133]. They are advantageous for component controllers as the transformation
into a synchronously rotating reference frame leads to static variables during steady-state
operation. This is also taken advantage of for efficient simulation of power systems as
larger integration time steps are possible.

The transformation of three phase variables xabc from the stationary to the arbitrary
reference frame, also referred to as the Park transform, can be expressed as [134]

xdq0 = Ksxabc, (3.1)

where

xTdq0 = [xd xq x0], (3.2)

xTabc = [xa xb xc], (3.3)

Ks = 2
3

cos(θ) cos(θ − 2π
3 ) cos(θ + 2π

3 )
sin(θ) sin(θ − 2π

3 ) sin(θ + 2π
3 )

1
2

1
2

1
2

 . (3.4)

The velocity and angular position of the arbitrary reference frame are related as

dθ

dt
= ωs. (3.5)

The factor 2/3 preserves the amplitude of the signals. Other variants of the Park transform
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Figure 3.1.: Natural abc and rotating dq (zero sequence omitted) reference frame.

exist that follow the power invariant principle. The inverse transformation is

K−1
s =

 cos(θ) sin(θ) 1
sin(θ − 2π

3 ) sin(θ − 2π
3 ) 1

sin(θ + 2π
3 ) sin(θ + 2π

3 ) 1

 . (3.6)

In symmetrically configured systems, the zero sequence component x0 can be omitted.
The reference frames are illustrated in Fig. 3.1.

The transformation of the variables xdq from an arbitrary reference with the angle
θ1 to another with the angle θ2 is formulated as

xDQ = Kaxdq, (3.7)

where

Ka =

[
cos(θdiff ) −sin(θdiff )
sin(θdiff ) cos(θdiff )

]
, (3.8)

and θdiff = θ1 − θ2. The inverse transformation is

K−1
a =

[
cos(θdiff ) sin(θdiff )
−sin(θdiff ) cos(θdiff )

]
. (3.9)
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3.4. Network

3.4.1. Network Modelling for Inverter-Dominated Power Systems

The dynamic behaviour of large-scale power systems is becoming more complex with the
increased penetration of DER and especially PED. This development has led to several
modelling approaches attempting to facilitate the analysis of dynamic phenomena [135].

A technique to model the power system in time domain used in classical EMT
simulation is the native abc reference frame, resulting in the sinusoidal waveform depicted
in Fig. 3.2a.), assuming that there are no harmonics present. This is the most general
approach as it is valid over a wide range of frequencies and can be applied to unbalanced
systems.

The dynamics of power systems have been dominated by large SM with high inertia
and slow dynamic response in the past. On the basis of time-varying phasor models (also
referred to simply as phasor models) neglecting the line dynamics, the dynamic processes
of large-scale interconnected power systems were successfully analysed. A key assumption
of this approach is that AC quantities can be mapped to quasi-constant signals, because
phasors are slowly changing in comparison to the system frequency. This entails that the
resulting models have a well-defined operating point, are time-invariant in steady-state and
can be described using purely algebraic equations, neglecting fast line dynamics. Resulting
from these advantages, the widespread use of quasi-static models has historically enabled
studies of machine stability, inter-area oscillation and other slow dynamic phenomena [28,
136, 137].

With the advent of small DER and fast acting PED, new challenges have emerged.
Voltage and current signals contain increasing amounts of harmonics and can exhibit
fast amplitude and phase variations which are neglected in phasor simulation [119]. To
bridge this gap, several alternative modelling techniques have been proposed, among
them approaches that apply a transformation into the dq0 reference frame. Although in
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Figure 3.2.: Comparison of signals in the abc and dq0 frame.
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Table 3.1.: Summary of approaches for dynamic modelling of power networks [135].
Operating point /
small signal analysis

High frequency
dynamics

Asymmetric
networks

Numerical
efficiency

abc x √ √ x
Time var. phasor √ x x √

dq0
√ √ x √

Dynamic phasor √ √ √ see text

some literature this is described as an entirely new approach, actually the same frame
transformation is used for time varying phasors. The novelty is that the transients are not
neglected as described below.

These approaches based on the dq0 transformation share with time-varying phasors
the advantage of a well defined operating point and map AC-signals to quasi-constant
signals, as shown in Fig. 3.2. Additionally, they are derived from physical representations
directly and are inherently transient, remaining accurate at high frequencies. A drawback
of dq0 quantities is that they are not as general as abc-based models and are beneficial
mainly when the system is symmetrically configured.

Time-varying phasor and dq0-based models are compared in [138, 139] and it
is shown that even if the frequencies in the time-varying phasor model are smaller
than the nominal frequency ωn, this does not automatically imply that the quasi-static
model correctly describes the system. It is claimed that, as a rule of thumb, the quasi-
static approximation is not valid, if the dominant states of the dq0 model are unstable.
Consequently, time-varying phasor models can be inaccurate in the distinctly important
margin between stability and instability. It is demonstrated in [128, 129] that network
dynamics, despite their fast nature, have a significant impact on the dynamics of inverter
dominated LV microgrids. However, the R/X ratios (R/X ≈ 1 in [128] and R/X ≈ 0.16
in [129]) of the examined power lines are much smaller than in conventional LV systems.

Dynamic phasors are another modelling technique that has become increasingly
popular. They represent voltage and current signals by Fourier series expansion, where
harmonic components are evaluated over a moving time window [140, 141]. In order to
allow for an accurate representation of the system while using a relatively large numerical
step size, the system is approximated with nearly periodic quantities. This allows for an
efficient simulation of harmonic components, which cannot be achieved with dq0-based
models. Dynamics phasor simulation is compared with abc-based modelling in [140]. It
is seen that dynamic phasor simulation is about ten times more efficient although the
number of states is larger. The higher model order is compensated by the larger numerical
step size. In [142, 128] dynamic phasor models tailored to droop controlled microgrids are
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proposed. Dynamic phasors can also be used for asymmetric systems [143] and asymmetric
faults [144].

The characteristics of the various modelling approaches are summarized in Table
3.1. In this work, the dq0-based approach is chosen, as only symmetric system conditions
are investigated and harmonics are not considered.

For further clarification of the dq0 transform, the modelling of the power network in
the abc and the dq0 reference frame are compared in Fig. 3.3. In case of the conventional
abc-based model, two SM that are modelled in their individual dq0 reference frame are
exemplified. The network is modelled in the native abc frame and the rotor angles θ1 and
θ2 are used for the abc/dq0 transformations.

In case of the dq0 frame in Fig. 3.3b.), a SM and an inverter are exemplified. Both
are modelled in their individual dq0 frame, similar to Fig. 3.3a.), but the power network
is also modelled in its individual DQ0 frame instead of the native abc frame. The DQ0
frame refers to the reference frame rotating with the angle θref of the power grid in this
work.

The angle θref serves as a common reference for the dq0/DQ0 transformation.
The angle of the dq0 frame of one DER or the average angle of the dq0 frames of all DER
may be chosen as the reference angle θref . Note that if the linear passive elements of the
network in Fig. 3.3 are approximated by algebraic equations, the dq0 model becomes the
time-varying phasor model. The open-source software introduced in [145] is used to build
the dq0 network model in this work.

For further insight on how to model large networks in the dq0 frame and with first
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a.) LV line model b.) MV line model

Figure 3.4.: Single line diagrams of LV and MV line models.

order approximation, the reader is referred to [132, 146, 135].

3.4.2. Example: Series RL Modelling in the dq0 Frame

Linear passive elements form the basis for modelling of a large variety of more complex
components. To get insight into the dq0 modelling, the dynamic model of a symmetric
three-phase series RL element as shown in the line model in Fig. 3.4a.) (omitting the
ground resistor) is exemplified here [135]. The series RL model in the native abc reference
frame can be expressed as

d

dt
iabc,12 = 1

lL
(vabc,1 − vabc,2)− rL

lL
iabc,12, (3.10)

where iabc,12 is the vector of the three phase currents between two nodes with the three
phase voltage vectors vabc,1 and vabc,2.

The differentiation of the abc/dq0 transformation from (3.4) for currents results in

d

dt
idq0 = dKs

dt
iabc + Ks

d

dt
iabc. (3.11)

Observe that
dKs

dt
iabc = WKsiabc = Widq0, (3.12)

where

W =

 0 ωs 0
−ωs 0 0

0 0 0

 , (3.13)

with ωs being the fundamental frequency.
Using (3.10) and (3.12), (3.11) can be written as

d

dt
idq0,12 = Widq0,12 + 1

lL
(vdq0,1 − vdq0,2)− rL

lL
idq0,12. (3.14)

Omitting the zero sequence, it follows that the d- and q-component of the voltage over a
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series RL model are expressed as

vd,1 − vd,2 = −ωslLiq + lL
d

dt
id + rLid, (3.15)

vq,1 − vq,2 = ωslLid + lL
d

dt
iq + rLiq. (3.16)

3.4.3. Model Order Reduction

Staying with the example from the previous section, for the time-varying phasor model,
which is used in conventional stability analysis, the voltages become

vd,1 − vd,2 = −ωslLiq + rLid, (3.17)

vq,1 − vq,2 = ωslLid + rLiq. (3.18)

Direct comparison with (3.15) and (3.16) reveals that the dq0-based model has an
additional derivative term describing high-frequency effects. The time-varying phasor
model is the singular perturbation approximation of the dq0 model. The time derivative
is neglected, but the model is equivalent at frequencies that are significantly below the
fundamental frequency.

This quasi-static model is extended to higher frequencies in [132], by using a
first-order Taylor approximation of the dynamic equations. The model is based on the
simplification of the frequency dependent network admittance matrix. It combines the
advantages of high bandwidth and a well-defined operating point. Since the mathematical
derivation of the model is not trivial, it is referred to [132] for further information.

3.4.4. Line Model

The line models used in this work are shown in Fig. 3.4. The pi-model is used both for
LV and MV lines. In case of the LV lines, the shunt capacitor is neglected. However,
to establish a voltage at the terminals, a very high resistance rGround (≈ 10 kΩ) is
implemented [76]. For MV lines, the shunt capacitor is applied.

3.5. Phase-Locked Loop

PLLs are used in DER and loads to measure the frequency and angle of a single or multi-
phase signal. The synchronous reference frame PLL for three-phase signals is illustrated
in Fig. 3.5a.) [147]. It is the most popular and widely used technique owing to its
simple structure and robustness [148]. The signal, for example a three-phase voltage
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Figure 3.5.: PLL models.

measurement, is transformed from the natural abc-frame into the dq0-reference frame,
omitting the zero sequence. The PI-controller regulates the frequency ωPLL and the
resultant angle δPLL aiming at nullifying the quadrature component vq. If vq is zero, the
dq0-reference frame is in phase with the signal in the abc-reference frame. In order to
be insensitive to signal magnitude variations, vq is normalized. For the normalization, an
estimation of the signal amplitude is used. It is obtained by low-pass filtering of vd.

The linearized model in Fig. 3.5b.) and the approximated transfer function describing
the actual input-output relationship of the grid and PLL frequency are deduced in [149,
147]:

ωPLL(s) = kp,PLLs+ ki,PLL
s2 + kp,PLLs+ ki,PLL

ωg(s). (3.19)

It becomes apparent that the synchronous reference frame PLL can be approximated as a
standard second order transfer function.

Due to its widespread application, the synchronous reference frame PLL is adopted
in this work. The PI-controller parameters are tuned to achieve an optimal damped
second-order system with a settling time of 500 ms [150]. The normalized second-order
transfer function can be written as

PLL2nd = 2ξdω2nds+ ω2
2nd

s2 + 2ξdω2nds+ ω2
2nd

, (3.20)

where ω2nd =
√
ki,PLL and ξd = kp,P LL

√
ki,P LL

2ki,P LL
.

Using the approximation from [151], the settling time of the second-order system is

tsett = 4.6
ξdω2nd

. (3.21)

By combination of (3.21) with the normalized coefficients from (3.20), the PI-controller
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parameters can be set depending on the settling time:

kp,PLL = 9.2
tsett

= 18.4, (3.22)

ki,PLL = 4.62

(tsettξd)2 = 169.3, (3.23)

where ξd = 1√
2 to achieve an optimal damped second-order system.

Although it is claimed in [152] that the synchronous reference frame model of
the PLL is accurate enough, there is no consensus in literature on how to model PLLs
for stability studies, despite significant research efforts. In [126] an additional low-pass
filter (LPF) for harmonic suppression is implemented for vq. PLLs are usually designed
to enhance the performance of the DER, whereas the effect on the system stability is
rarely taken into account [153]. There is a trade-off between fast response and stability
regarding the parameter tuning of PLLs [154, 155]. The performance of PLLs in a weak
grid environment was studied in [156]. It is shown that the PLL controller gains are
limited by the short-circuit ratio. Various PLL techniques are compared in [157] and the
synchronous reference frame PLL gives the best results. On the other hand, [158] identifies
that the synchronous reference frame PLL has disadvantages when harmonics are present
and that an enhanced PLL with an adaptive filter is preferable.

3.6. Distributed Energy Resources

3.6.1. Classification

DER can be classified with respect to their grid-interface and their control target. This
work considers three types of grid-interfaces that heavily influence the system dynamics:

• Inverters,

• SM with diesel engines and

• DFIG of wind turbines.

The control targets are specified as grid-feeding, grid-supporting and grid-forming
[159]. This section explicates the generic structure of these control targets, independent
from the grid-interface. How the control targets are implemented in the specific grid-
interface is elaborated in the following sections.

Grid-feeding control is also referred to as grid-following, current control or PQ-
control in literature [22]. The simplified control structure is illustrated in Fig. 3.6a.),
representing the three-phase grid by a single line. In essence, the grid-feeding control acts
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as a current source with a parallel impedance. The current set by the inner controller
depends on active and reactive power set points p∗ and q∗, respectively. A typical example
of a grid-feeding DER is a renewable energy source, where the active and reactive power
set points are taken from a maximum power point tracker. It must be pointed out that
a synchronous machine in PQ-control mode exhibits rather voltage than current source
characteristics, due to the rotor inertia. Nevertheless, it is referred to as a grid-feeding
synchronous machine, if the control target is to supply a certain active and reactive power
in this work.

The structure of the grid-supporting control in Fig. 3.6b.) is similar to the grid-
feeding, since it also shows current source behaviour. The difference is that the set points
for the active and reactive power are derived from a power sharing controller, which forms
a cascaded control with the inner controller. Although other input variables are possible,
the measured frequency wmea and voltage amplitude vmea are used in this work. The
aim is to stabilize the system by counteracting deviations of these variables from their
nominal values, which indicates a system disturbance, load change or the overloading of
other DER.

Grid-forming is the third control target depicted in Fig. 3.6c.). It deviates from
the other structures as it exhibits voltage source behaviour. The target is to set a certain
voltage magnitude v∗ and angle θ∗. The set points are again derived from the power
sharing control, which is dependent on the measured active power output pmea and
reactive power output qmea of the DER. At least one DER in an islanded microgrid must
be grid-forming to provide a voltage reference for the other DER.

It is to be noted that other definitions of the control targets exist in literature.
For example, in [89] grid-forming is defined as voltage source behaviour with constant
amplitude and frequency, whereas the control structure in Fig. 3.6c.) is denoted grid-
supporting-grid-forming control. A closer look at the power sharing control is taken in the
next section.
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3.6.2. Power Sharing Control

The power sharing control has a crucial influence on the system dynamics as it is the
slowest controller of the cascade. As observed in Fig. 3.6b.) and c.), it is the outermost
controller of the cascade and therefore needs to have a larger time constant than the inner
controller. Its main purposes is to distribute the power of load fluctuations among DER
to avoid overloading and possible damage, while ensuring the small-signal stability of the
microgrid. Literature reviews of power sharing strategies in microgrids, which are also
referred to as primary control strategies, are provided in [15] and [160].

Three main types of power sharing controllers have been developed rather inde-
pendently. They share the common feature of emulating the dynamics of synchronous
machines to some extent. Droop control and its variants are the most widely used strategies
and are covered in Sec. 3.6.2.3. The virtual synchronous machine (VSM) is introduced
in Sec. 3.6.2.4. The synchronverter was introduced in [161] and is characterized by a
detailed representation of the synchronous machine equations. The concept was expanded
by self-synchronization [162], a damping correction loop [163] and VI [164]. The dynamic
stability of a synchronverter dominated microgrid was investigated in [96] using bifurcation
theory. To the author’s knowledge, no distinct advantage of the synchronverter concept
over the droop control regarding stability that would justify the increased modelling com-
plexity has been presented so far. Therefore, this power sharing strategy is not followed in
this work.

3.6.2.1. Signal Measurement and Filtering

The measurement signals ωmea and vmea for grid-supporting and pmea and qmea for
grid-forming control, which are used as inputs for the power sharing control, need to be
filtered for the following reasons:

1. The power sharing controller is the outermost controller in the cascade and, therefore,
its bandwidth must be significantly smaller than the inner controller’s (see Sec.
3.6.3.2.2).

2. Droop control is predicated on the quasi-static steady-state relationship between
power flow and voltage angle in a mostly reactive network and has a finite bandwidth.

3. To eliminate unwanted measurement noise.

4. To eliminate particular harmonics, for example at double fundamental frequency due
to asymmetric conditions.
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In general, the last requirement is the limiting factor for bandwidth of the filter.
Practitioners and researchers consent on the definition of the instantaneous active

power pmea and reactive power qmea in a three phase system under symmetric, but not
necessarily steady-state conditions [165]:

pmea(t) = 3
2(vd(t)id(t) + vq(t)iq(t)), (3.24)

qmea(t) = 3
2(vd(t)iq(t)− vq(t)id(t)). (3.25)

The proper definition of the instantaneous reactive power in asymmetric conditions,
however, is still a controversial research field [166].

In the vast majority of literature on power sharing/droop control, a simple first
order LPF is deployed to cater to harmonics and asymmetric conditions. Measurement
delay is negligible for this consideration and the bandwidth of the filter usually ranges
between 2 and 10 Hz [77]. In existing research, little attention has been paid to the design
of the LPF [167, 168], although it has a major impact on the system dynamics, as will be
shown in Sec. 5.5. Moreover, it allows for some degree of freedom in its design, because it
does not alter the steady-state in contrast to other design parameters, such as the droop
coefficients [169].

The overall system stability of parallel connected inverters is affected by a low
bandwidth of the LPF. Enhanced LPF methods have been proposed to allow for higher
bandwidths. The second-order harmonics due to asymmetric conditions are filtered using
a band-stop filter in [170]. A second order Butterworth LPF is used in [171] to attain
enhanced attenuation of harmonics. Other higher order filters, such as Chebyshew and
Bessel filters, were successfully deployed to improve the filter performance [168]. Whereas
it would also be possible to use moving average technique, this has the disadvantage of
no simple s-domain model for controller design [172, 173].

Only symmetric conditions at fundamental frequency are investigated in this work
and the evaluation of various filter types is beyond the scope. Nonetheless, the impact
of higher bandwidth filters on the stability should be considered, as proven by the recent
research effort in this field. Hence, the LPF time constant is a parameter to be incorporated
in the optimization of droop controllers. However, the selection of a suitable higher order
filter remains an important field of future research and a simple first order LPF with cut-off
frequency ωc is used in this work.
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Figure 3.7.: Power flow over an RL-line.

3.6.2.2. Power Transmission over an RL-Line

To clarify the ideas behind the power sharing strategies, the power flow over an RL-line
as shown in Fig. 3.7 is described. When the line impedance is defined as zL = zLe

jφ =
rL + jxL, the apparent power sL of the line becomes [174]

sL = pL + jqL = v1i
∗
L = v1(v1 − v2

zL
)∗ = v1(v1 − v2e

−jδ

zLe−jφ
) = v2

1
zL
ejφ − v1v2

zL
ej(φ−δ).

(3.26)
The active and reactive power are

pL = v1

zL
cosφ− v1v2

zL
cos(φ− δ), (3.27)

qL = v1

zL
sinφ− v1v2

zL
sin(φ− δ). (3.28)

This can be rewritten as

pL = v1

r2
L + x2

L

[rL(v1 − v2cosδ) + xv2sinδ] , (3.29)

qL = v1

r2
L + x2

L

[−rLv2sinδ + xL(v1 − v2cosδ)] , (3.30)

which can be reorganized to

v2sinδ = xLpL − rLqL
v1

, (3.31)

v1 − v2cosδ = rLpL − xLqL
v1

. (3.32)

Assuming that the angle δ is small, then sinδ ≈ δ and cosδ ≈ 1. rL may be neglected if
the line is predominantly inductive, i.e. xL � rL, which finally leads to:

δ ≈ xLpL
v1v2

, (3.33)

v1 − v2 ≈
xLqL
v1

. (3.34)

It is seen that for the given assumptions, the voltage angle δ is related to the active power
pL, whereas the difference in voltage magnitude depends on the transmitted reactive
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power qL. On the other hand, if the line is predominantly resistive, the relationship is
reversed and the active power is coupled with the difference in magnitude, whereas the
reactive power is interdependent with the angle. This can be derived by assuming a small
angle δ and neglecting the line inductance xL in (3.31) and (3.32).

3.6.2.3. Grid-Forming Droop Control

3.6.2.3.1. Conventional Droop Control
Grid-forming droop control is the most widely used power sharing strategy for inverters in
islanded microgrids. It was first introduced in [175]. The conventional grid-forming droop
control assumes that the network lines are inductive. As was shown in Sec. 3.6.2.2, this
results in the interdependency between frequency and active power and between voltage
magnitude and reactive power. Therefore, the frequency ωdroop and voltage magnitude
vdroop,d of the DER are controlled as follows:

ωdroop = ω0 −mω(pLPF − p0), (3.35)

vdroop,d = v0 −mv(qLPF − q0), (3.36)

where pLPF and qLPF are the low-pass filtered active and reactive power output of the
DER, respectively. p0 and q0 are active and reactive power set points, respectively, which
can, for example, originate from a microgrid central controller that aims at optimizing
the secondary control of the microgrid. ω0 and v0 are usually set to their nominal values,
i.e. 1 pu, but can also provide another degree of freedom for the microgrid central
controller. mω and mv are the active and reactive power droop coefficients, respectively.
They determine to what extend ωdroop and vdroop,d alter, when the active and reactive
power outputs of the DER change. The set point for the voltage angle can be calculated
by multiplying ωdroop by the nominal angular speed ωn and integrating. The voltage
magnitude is equivalent to vdroop,d, because vdroop,q is set to zero.

The applicability of the conventional droop control in low voltage microgrids was
proven with a simplified stability analysis in [176]. The assumption of predominantly
inductive lines is not valid in LV microgrids. On the other hand, the grid-side filter
inductance of the inverter favourably decreases the R/X ratio of the impedance between
DER. In addition, VI can be used to decrease the R/X ratio, as will be shown below.
Furthermore, the conventional droop control is compatible with the inherent coupling
between frequency and active power of SM.

Some drawbacks of the droop control are [160]:

• Frequency and voltage magnitude fluctuate and exhibit deviations from their nominal
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values in steady-state. There is an inherent trade-off between frequency and voltage
regulation and load sharing accuracy. Larger droop coefficients result in better
load sharing, while aggravating the stability [177] and causing larger steady-state
deviations.

• Nonlinear loads and harmonic power sharing were not considered in the original
droop method. This results in harmonic circulating currents and power quality
problems. Furthermore, the dynamic response is delayed due to the filtering of the
measured active and reactive power [178].

• The reactive power sharing accuracy is affected by the voltage drop over the line
impedances. If the impedances between parallel inverters and loads differ, (3.36)
does not guarantee exact reactive power sharing according to the droop coefficient,
as there are unequal voltage drops over the network lines. As a consequence, large
circulating currents can occur [179, 180].

Numerous variations of the conventional droop control that can enhance the performance
have been suggested in literature [160] and are elaborated in the following sections.

3.6.2.3.2. Inverse Droop Control
The inverse droop control assuming predominantly resistive lines is proposed in [181, 182].
The frequency depends on the reactive power and the voltage magnitude on the active
power in this method:

ωdroop = ω0 −mω(qLPF − q0), (3.37)

vdroop,d = v0 −mv(pLPF − p0). (3.38)

While this ensures better stability for highly resistive networks, one disadvantage is that
the active power sharing is inaccurate here, resulting from line impedance voltage drops.
Precise active power sharing usually has a higher priority than exact reactive power sharing
[21]. Moreover, there is an inherent coupling between the frequency and active power for
synchronous machines which is not compatible with the inverse droop.

3.6.2.3.3. Transient Droop
The combination of the static droop function with a transient droop function was first
proposed in [77]:

ωdroop = ω0 −mω(pLPF − p0)−mω,t
dpmea
dt

, (3.39)

vdroop,d = v0 −mv(qLPF − q0)−mv,t
dqmea
dt

, (3.40)
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Figure 3.8.: Droop control with feed-forward gain.

where mω,t and mq,t are active and reactive power transient droop coefficients and pmea
and qmea are the measured active and reactive power before the LPF, respectively. As a
pure derivative term is not recommended in practice, a high-pass filter is usually employed.
Its cut-off frequency can be chosen equal to the LPF of the conventional droop, which is
also adopted in this work. This controller has since been often used in literature [183, 184]
and proven to enhance the stability, especially when synchronous machines are present in
a microgrid [88].

3.6.2.3.4. Active Power Feed-Forward
The frequency feed-forward gain mω,ff presented in Fig. 3.8 was implemented in some
early publications on droop control [176] to stabilize the active power droop. The inverter
voltage angle correlates with the filtered active power output in the frequency domain as
follows:

θ = 1
s

(ω0 −mω(pLPF − p0))−mω,ffpLPF , . (3.41)

The voltage angle according to the transient droop from (3.39) in Sec. 3.6.2.3.3 in the
frequency domain can be written as:

θ = 1
s

(ω0 −mω(pLPF − p0)−mω,tspmea), (3.42)

If a high-pass filter with the same cut-off frequency as the LPF is utilized (spmea ≈
sωcpmea
s+ ωc

= spLPF ) instead of a pure derivative, this can be brought to the form:

θ = 1
s

(ω0 −mω(pLPF − p0))−mω,tpLPF . (3.43)

(3.43) is equal to (3.41), if mω,t = mω,ff . Hence, the active power droop control is
similar when using the feed-forward or the transient droop. However, an advantage is
that no derivative or high-pass filter are necessary, which may cause problems for discrete
controllers when harmonics are present in the microgrid and entails a phase shift and delay.

Moreover, both methods differ in the reactive power droop. Here, no integrator is
present as in case of the angle and frequency relation in (3.41). Therefore, the conventional
reactive power droop from (3.36) is employed.
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Figure 3.9.: Virtual frame transformation with simplified line power flow.

3.6.2.3.5. Virtual Frame Transformation
In LV networks, the conventional droop is not efficient due to the high R/X ratio. To
overcome this issue, a "modified" active and reactive power p′LPF and q′LPF were proposed
in [174], by using an orthogonal linear rotational transformation matrix TV F , that depends
on the impedance zLejφ of the between DER and load:[
p′LPF

q′LPF

]
= TV F

[
pLPF

qLPF

]
=

[
sinφ −cosφ
cosφ sinφ

][
pLPF

qLPF

]
=

[
xL/zL −rL/zL
rL/zL xL/zL

][
pLPF

qLPF

]
(3.44)

It can be shown [174] that applying this transformation to (3.31) and (3.32) is equivalent
to the following relationship for the RL-line in Fig. 3.7:

sinδ = zLp
′
L

v1v2
(3.45)

v1 − v2cosδ = zLq
′
L

v1
, (3.46)

where p′L and q′L are shown in Fig. 3.9. Going on the assumption that the voltage
difference v1 − v2 and the angle δ are small, the angle depends only on p′L, whereas the
voltage difference is dependent only on q′L. Accordingly, defining the "modified" active
and reactive powers p′L and q′L allows to independently influence the grid frequency and
voltage magnitude when used in the droop control.

Fig. 3.9a.) clarifies the relationships. It illustrates the simplified power flow over
the RL-line and the DER controller, which sets the voltage v2 at the end of the line. ω1
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and ω2 are the frequencies of the corresponding voltages v1 and v2, respectively. It is
assumed that the voltage magnitude v2 and the frequency ω2 are set by a droop controller
of the DER. The trigonometric functions cancel each other out. The resulting decoupled
system is shown in Fig. 3.9b.).

A shortcoming of this controller is that the network impedance angle φ is unknown
in general and the decoupling is therefore not guaranteed. Moreover, the line angle between
DER and loads differs and is also dependent on the present load scenario. Using differing
angles for the frame transformation in each DER leads to unequal power sharing. To
tackle this issue, a fixed angle of 45◦ is proposed in [185], based on the optimization of
the system stability under various conditions.

The virtual frame transformation was also used in [186]. An alternative virtual
frequency-voltage frame was proposed in [187] and [188], but a mathematical derivation
to prove the decoupling of power flows is not presented. Hence, the above described frame
transformation is adopted in this work due to its simple design process and clear physical
meaning.

3.6.2.3.6. Other Droop Variants
A number of other droop variants have been proposed in literature, many of them applying
a quadratic or other non-linear function in the droop equation [189, 190, 191, 192].
In [191], a non-linear droop is suggested to improve the reactive power sharing, while
preserving the dynamic stability. [192] suggests online adjustment of the active power
droop coefficient and the LPF time constant to comply with rate of change of frequency
relays and enhance the frequency response.

In order to decouple the droop dynamics, network impedance estimation is conducted
in [179]. A new type of droop method is proposed in [193], where the virtual flux is
drooped instead of inverter output voltage. Inner loop controllers are not necessary in
this method, but a common load bus is needed and it cannot be applied in all microgrid
topologies. Another variant found in literature is the angle droop control [194]. Here, the
voltage angle is used instead of the frequency in the active power droop, which enhances
the stability and avoids frequency deviations in steady-state. However, at least some
low-bandwidth communication must be present, because the DER need to share a common
reference angle.

In [195] a high-pass filter is implemented for the measured active and reactive power
instead of a LPF. As a consequence, the impact of the droop control is only relevant during
transients and there is no steady-state deviation of frequency and magnitude. However,
this does not guarantee steady-state power sharing.
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a.) Virtual synchronous Machine b.) Active power/frequency droop

Figure 3.10.: Comparison of virtual synchronous machine and droop control.

3.6.2.4. Virtual Synchronous Machine and its Equivalence to Droop Control

Several variants of the VSM have been proposed in literature [196, 197, 198, 199, 200].
Reviews on VSM implementations are provided in [201, 202, 203]. The parametrization
through small-signal stability analysis at an infinite bus is conducted in [204, 205]. Particle
swarm optimization is used for the online optimization of VSM parameters in [206].
Similarities between VSM and droop control have been reported in [207, 208]. Even the
conditions for the equivalence of VSM and the active power/frequency droop have been
pointed out in [209].

A common feature of all VSM is a numerical model of the mechanical part of a
synchronous machine that provides the references for the operation of the inverter. The
accuracy of the emulation of the synchronous machine varies and the simplest form is
arguably the reproduction of the traditional swing equation. The block diagram is shown
in Fig. 3.10a.). The angle θ is the reference for the grid-forming control and ω0 is usually
set to the nominal frequency. The dynamics can accordingly be represented by

TasωV SM = p0 − pmea − kd(ωV SM − ω0), (3.47)

where Ta is the acceleration time constant, ωV SM is the rotor speed of the VSM and kd
is the damping coefficient. The active power/frequency droop equation including the LPF,
as depicted again in Fig. 3.10b.), takes the following form when isolating the measured
active power:

pmea = (1 + Tfs)(
1
mω

(ω0 − ωdroop) + p0), (3.48)

where Tf = 1/ωc is the filter time constant. Expanding the products of (3.48) leads to:

pmea = Tf (sω0 − sωdroop)
mω

+ ω0 − ωdroop
mω

+ Tfsp0 + p0. (3.49)

By eliminating the derivatives of constant terms, this can be simplified to:

Tf
1
mω

sωdroop︸ ︷︷ ︸
Inertia term

= p0 − pmea −
1
mω

(ωdroop − ω0)︸ ︷︷ ︸
Damping term

. (3.50)
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It becomes apparent that Eq. (3.50) has the same form as (3.47). The equivalence is
given if the following conditions are met [209]:

Ta = Tf
1
mω

, kd = 1
mω

. (3.51)

The effect of the time constant of the LPF Tf is analogous to the virtual inertia. Hence,
the inherently unstable control of a VSM with zero inertia corresponds to a droop controller
without LPF. Furthermore, the damping gain kd is inversely linked to the droop gain mω.

The analysis provides a new perspective for the droop control and further insight to
the functional meanings of parameters. The question whether VSM are more intuitive
due to their similarities with synchronous machines [208] is mostly a matter of taste.
The droop control can readily be tuned to emulate the damping and inertia of a specific
synchronous machine and traditional stability analysis based on the swing equation can be
applied to conventional droop controllers. An advantage of the droop control is that a
large variety of modifications exists to comply with the specific application. Moreover,
higher order filters can be applied as discussed in Sec. 3.6.2.1.

3.6.2.5. Virtual Impedance

A VI can enhance the performance of grid-forming inverters. As the droop control relies on
predominantly inductive lines, a large coupling inductor could be utilized for the LCL-Filter
to decrease the R/X ratio. However, this comes at a higher cost. An alternative is to
implement a virtual inductor or a VI in the controller, which is illustrated in the single line
diagram of the LCL-filter in Fig. 3.11. The grid-forming inverter controls the voltage
vc at the filter inductor. The application of an algebraic VI entails the calculation of the
voltage drop over an impedance zvi = rv + jωlv caused by the coupling inductor current
iL2:

∆vvi = vc − vc,vi = iL2zvi = iL2(rvi + jωlvi). (3.52)

This voltage drop is subtracted from the set value of the filter capacitor voltage (the
control variable of the voltage controller) to simulate the existence of the VI. In (3.52),
an algebraic VI [210, 174] is exemplified. It has also been suggested to use a transient
VI with differential equations resorting to a high-pass filter for the derivative [211]. One
advantage of an algebraic VI is that its magnitude is the same at all frequencies, which
results in decreased harmonic voltage drops compared to transient impedances. Moreover,
differential computations with high frequency noise amplification or a high-pass filter with
phase shift and delays are avoided [212]. As the algebraic VI only takes effect at the
fundamental frequency, multiple cross-coupling feedback controllers, which are individually
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Figure 3.11.: LCL-filter with VI.

tuned at low-order harmonics can be implemented for the sharing of non-linear loads [213].
Besides better stability due to an adjustable R/X ratio, VIs also allow for better

reactive power sharing at steady state (assuming conventional droop), if similar impedance
values are used for the DER. Accurate reactive power sharing is falsified by differing line
impedances. The VI assimilates the effective line impedance, as the DER share a common
portion of their effective line impedance, if the same VI is chosen for the DER.

VIs are not only helpful to improve the dynamic and steady state power sharing,
but also to limit fault currents, suppress harmonics and increase the damping of parallel
inverters. An algebraic type VI is used in [180] to enhance the dynamics, reactive power
sharing and harmonic suppression in a radial microgrid. Parameters of an algebraic VI are
optimized in [214] with particle swarm optimization according to several criteria resorting
to weighting factors. A GA is used in [215] to optimize the static power sharing. A virtual
negative resistor is implemented in [216] to compensate for highly resistive lines. In [212]
the VI is optimized with modal analysis according to the eigenvalue and damping. Better
reactive power sharing by a VI with distributed communication is attained in [217] and
low-bandwidth communication is used for the same purpose in [218].

A transient VI is used in [195] and the reactive power sharing is not attained through
droop control, but by the adjustment of the VI according to the reactive power output.
When there is a short-circuit in the microgrid, the fault currents can be limited by adding
a transient VI [29]. Using a VI is advantageous compared to a simple saturation of the
fault currents, as the control remains linear. In [89] a transient VI is implemented and the
steady-state influence of the VI is discarded in order to avoid steady-state voltage drop.

3.6.2.6. Grid-Supporting Droop Control

The grid-supporting droop control sets the output active and reactive power of the DER
depending on the measured and filtered frequency and voltage magnitude, respectively.
This is attained by isolating the power instead of the frequency or voltage magnitude in
the grid-forming droop equations (3.35) and (3.36), which results in

pdroop = p0 −
1
mω

(ωLPF − ω0), (3.53)
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qdroop = q0 −
1
mv

(vLPF − v0), (3.54)

where pdroop and qdroop are the set values for the active and reactive power that are
forwarded to the inner controller, ωLPF and uLPF are the measured and low-pass filtered
voltage frequency and magnitude, ω0 and v0 are usually set to the nominal values of
frequency and voltage and provide a degree of freedom, respectively. p0 and q0 are set by
the secondary controller of the microgrid central controller.

In steady state, the active and reactive power output of a grid-supporting droop
controlled DER is equal to a grid-forming droop controlled DER, when the parameters
are the same. This is obvious as the grid-supporting droop control is deduced from the
grid-forming droop control by simply exchanging input and output variables. The dynamic
behaviour, however, differs distinctly. The grid-supporting droop exhibits current source
and the grid-forming voltage source behaviour. When the load changes in an islanded
microgrid for example, the grid-forming droop controlled DER instantaneously take on the
major share of the load alteration. They change their frequency and voltage accordingly.
The grid-supporting droop controlled DER then react to this alteration and adjust their
active and reactive power until a new equilibrium is found. Note that this is only veritable
for PED. For SM, the machine dynamics as well as governor and AVR exert a dominant
influence.

3.6.3. Power Electronic Devices

The diagram of the three phase inverter used in this work is depicted in Fig. 3.12. The
DC-source represents a battery cell or a PV module, for example. If there is a large
DC-circuit inductor lDC in series, the inverter is labelled current source inverter. If a
large capacitor cDC across the DC bus dominates the DC circuit dynamics, it is called
voltage source converter [219]. However, the usage of the term voltage source converter
is not consistent in literature which causes confusion. It is sometimes used synonymic to
grid-forming inverter [22]. According to the definition above, a grid-forming inverter with
a large DC-capacitor is correctly labelled voltage controlled voltage source inverter.

The DC-voltage is converted to AC through a two-level inverter bridge with power
electronic switches, such as insulated gate bipolar transistors [220]. To decrease the size
of the filter, alternative converter topologies are subject of current research. Multi-level
converters, such as neutral point clamped and cascaded converter, have the benefit
of reducing the voltage step changes and therefore the size and cost of the filter for
a given current ripple. However, this comes at the expense of increased cost of the
power electronics and higher system complexity [221]. Unbalanced loads or single-phase
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Figure 3.12.: Overview of inverter with LCL-filter.

connected generation often found in microgrids necessitate the inverter to provide a neutral
line to allow for a current path and minimise the coupling effect among the phases [219].

The pulse width modulation (PWM) converts the voltage on the AC side of the
bridge, which is set by the inverter control, to pulses that drive the power electronics.
A variety of modulation techniques exist, including hysteresis modulation, pulse density
modulation and space-vector modulation.

It is presumed in this work that the DC source is always capable of providing the
required voltage for the converter bridge and the dynamics of the DC-circuit are negligible,
which is an assumption commonly found in literature [76]. Moreover, only the fundamental
frequency is of interest for the small-signal stability analysis. Hence, the PWM and the
converter bridge are simply represented by an ideal voltage source that is set by the inverter
control output vi, which is also referred to as the averaged model [222].

An LCL-filter is used to filter the harmonic content resulting from the switching of
the semiconductors with the aim of passing only the fundamental frequency to the grid.
The evolution of the voltage waveform is illustrated in Fig. 3.12. The filter is covered
in the next section. The inverter control dominates the system dynamics and will be
elaborated in the subsequent sections. The inverter side inductor current iL1,abc and the
filter capacitor voltage vc,abc are used as input to the control in Fig. 3.12, but it is to be
mentioned that other feedback variables are possible [223].

3.6.3.1. LCL-filter

Although this work does not aim at optimizing the filter, realistic parameters need to be
implemented as the filter components influence the system stability. In general, there is a
trade-off between damping of harmonics and fast dynamic performance [224]. LCL-filters
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are the preferred choice because of the enhanced decoupling between active and reactive
power and a smoother interface between parallel sources in comparison to LC-filters [225].
This is a result of the additional inductor between the filter capacitor cf and the grid. A
similar procedure as in [226] is adopted to design the filter.

To begin with, the inverter-side filter l1 is sized with respect to a predefined
maximum allowable current ripple ∆ir:

∆ir = vDCt1
3nl1

, where t1 =
√

3mmax

8fswitch
, (3.55)

where n = 1 or 2 assuming a two-level or three-level inverter, respectively. vDC is
the nominal DC-link voltage, mmax is the maximum modulation factor and fswitch is
the switching frequency of the power electronics. It is possible to choose the required
minimum inverter-side filter inductor l1 by setting a maximum permissible current ripple
of ∆ir = 15− 25% with regard to the nominal current. A value ir = 20% is selected in
this work.

The grid-side inductor l2 is set to 25% [226] of the inverter-side inductor l1 as it
does not have to dampen the whole harmonic current spectrum [227] in a second step.
The filter capacitor cf may be designed as a proportion of the rated power of the inverter
[228] depending on the reactive power requirements. Alternatively, the filter resonance
frequency fres can be chosen with respect to the guidance rule in (3.56).

10fg ≤ fres ≤
fswitch

10 , (3.56)

where fg is the grid nominal frequency (50 Hz). The switching frequency fswitch is usually
above 6 kHz in low voltage applications and 10 kHz is chosen in this work. (3.57) can
now be used to calculate the filter capacitor.

ωres = 1√
lfcf

⇒ cf = 1
ω2
reslf

, (3.57)

where ωres = 2πfres and lf is the parallel connection of the grid side and inverter side
inductors:

lf = l1l2
l1 + l2

. (3.58)

Active [229] or passive damping may be applied to dampen the transient dynamics.
A commonly used passive damping resistor in series with the shunt capacitor is used in
this work. Its size can be calculated according to

rf = 2ζp
√
lf
cf
, (3.59)
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Table 3.2.: Example parameters for a LCL filter of a 10 kW inverter in a 400 V system.
Par. fswitch mmax Vdc n ∆ir ζp fres

Value 10 kHz 1.15 700 V 1 0.2 0.3 500 Hz

Par. L1 R1 L2 R2 Cf Rf

Value 1.5 mH 0.1 Ω 0.36 mH 0.03 Ω 70 µH 2.75 Ω

Power
Sharing

Voltage
Control

Current
Control

dq

abc

LCL-filter

Power
Filter

Figure 3.13.: Overview of grid-forming droop controlled inverter with LCL-filter.

where ζp is the dominant damping factor. In order to yield an acceptable compromise
between damping and attenuation it is set to 0.3 [227]. Example LCL filter parameters
for 10 kW inverter in a 400 V system are given in Table 3.2.

3.6.3.2. Grid-Forming Power Electronic Devices

The control principle of a grid-forming PED is depicted in Fig. 3.13 with a single line
diagram of the LCL-filter. In this and all following figures, the damping resistor rf of the
filter capacitor cf is not shown. The abc/dq-transformation is at the center of the model
and the entire cascaded control is implemented in the dq-reference frame. The voltage
and current controller regulate each axis separately, as will be shown in the following
chapters. The output power of the inverter is forwarded to the power sharing controller.
The power sharing controller passes the set values for the filter capacitor voltage vdroop,d
to the voltage control. In case that a VI is incorporated, the voltage drop from (3.52)
would be subtracted from this voltage set values. The filter capacitor voltage is controlled
through the adjustment of the inverter-side current iL1. Therefore, the output of the
voltage controller are the set values i∗L1,dq which are transmitted to the current control.

The voltage and current controller are also referred to as the inner loops [208]. In
some literature the inner loops are omitted and a direct open loop PWM signal generation
is implemented, where the power sharing output reference voltage is directly fed into the
PWM [161]. However, the inner loops serve important protective functions by limiting
the currents of the power electronic converters during short circuits and are therefore the
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Figure 3.14.: Overview of grid-forming droop controlled inverter with LCL-filter.

preferred option [89]. Furthermore, as will be shown in Sec. 5, they affect or even enhance
the stability and damping.

An overview of the inner control loops and the physical model of the LCL-filter
is given in Fig. 3.14. Note that the inner loops as well as the filter are modelled in the
dq-reference frame. The controllers are detailed in the following sections.

3.6.3.2.1. Current Controller
The current controller comprises PI-controllers for both axes, the decoupling and the
feed-forward of the capacitor voltage vc,dq with the feed-forward gain FFC (see Fig. 3.13).
The current over l1 is dependent on the voltage difference between vi,dq and vc,dq. The
feed-forward anticipates the reaction of the PI-controllers when vc,dq fluctuates which
stabilizes the control.

The tuning of the current controller is explicated in the following. The decoupling
is introduced to eliminate the mutual influence of the current iL1,dq in both axes. Conse-
quently, two decoupled, first-order linear systems are derived for the inverter side inductor
(assuming FFc = 1):

l1
diL1,d

dt
= −r1iL1,d + vi,d (3.60)
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l1
diL1,q

dt
= −r1iL1,q + vi,q. (3.61)

For the loop gain lCL(s) of the PI-controller and the inverter-side inductor, it follows
that [230]

lCL(s) =
(
kp,c
l1s

)
s+ ki,c/kp,c
s+ r1/l1

. (3.62)

There is a plant pole fairly close to the origin at s = −r1/l1. Therefore, the magnitude
and phase of the loop gain begin to drop at a relatively low frequency. By setting
ki,c/kp,c = r1/l1, the PI-controller is tuned to cancel the pole. Finally, assuming the loop
gain lCL(s) = kp,c/(l1s), the closed loop transfer function of the d-component becomes

iL1,d

i∗L1,d
= 1
TCLs+ 1 , (3.63)

if
kp,c = l1/TCL, (3.64)

ki,c = r1/TCL, (3.65)

where TCL, which is a design choice, is the time constant of the resultant closed-loop system
[230]. 1/TCL is the bandwidth of the current controller and ought to be substantially
smaller than the switching frequency, e.g. ten times. On the other hand, a small TCL is
needed for a rapid current controller response. TCL is selected 2 ms in this work.

The feed-forward loops can propagate a significant amount of harmonics [89] that
can be suppressed by phase-lead low-pass filters [219], which are not depicted in Fig.
3.14. Moreover, several alternatives for the PI-controllers are proposed in literature, which
improve the performance under unbalanced conditions and the presence of harmonics [219].
On the one hand, positive and negative sequence currents can be dealt with by separate
PI-controllers to cater to unbalance. On the other hand, H∞ ("H-infinity") techniques
offer significant improvement in terms of THD. However, the main shortcoming is the
trade-off between fast dynamics and low THD.

A widely applied controller type is the proportional resonant control. Its transfer
function is given by

CPR(s) = kp,PR + ki,PR
s

s2 + ω2 , (3.66)

where ω is the resonant frequency and kp,PR and ki,PR are proportional and integral
gains, respectively. This controller is capable of eliminating the steady-state error when
tracking a sinusoidal signal as it has a high gain around the resonant frequency. It can
be implemented in the abc- or αβ-frame and is therefore less complex compared to the
PI-controller and lower THD can be achieved [219]. The resonant frequency should be
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maintained close to the system frequency. Adaptive mechanisms can be employed when
the frequency in the microgrid varies significantly. Proportional resonant controllers were
shown to be more stable in weak grids in comparison to PI-controllers in [154].

Current deadbeat controllers [166] are also widely applied in inverter control. The
general idea is that the controlled variable reaches its required value within fixed periods
of sampling. It is possible to obtain fast dynamic response, but the controller is sensitive
to parameter variations and non-linear loads [219].

Another research field is the choice of the feedback variable (in this work iL1) for
the current controller. [231] gives an overview of the various possibilities and proposes
a superior control principle that uses the filter capacitor current as feedback variable.
[223] compares the characteristics of converter-side and grid-side inductor current control.
Converter-side current control is not recommended in [221], stating problems such as filter
resonance that causes under damped transient response oscillations, large overshoot and
poor voltage harmonic disturbance rejection.

In this work, PI-controllers are used as harmonics are not considered and the whole
system is modelled in the dq-frame, which inherently forbids the usage of proportional
resonant controllers as they are either implemented in abc or αβ frame. At the fundamental
frequency, the PI-controller in the dq frame is equivalent to the proportional resonant
controller [219]. Due to the widespread application, the converter side inductor current is
used as the feedback signal.

3.6.3.2.2. Voltage Control
The structure of the voltage controller is similar to the current controller. PI-controllers
for each axis, the decoupling and the feed-forward of the output current iL2,dq with the
feed-forward gain FFv are implemented. The current iL2,dq flows from the capacitor to
the grid and its fluctuations cause alterations of the capacitor voltage. Therefore, the
load adaptability is enhanced and the action of the PI-controllers is anticipated by the
feed-forward [232]. In comparison to the current controller, the bandwidth of the voltage
controller is usually 3 to 5 times lower [77].

Aspects of tuning of the voltage controller are elaborated in the following. The
closed loop transfer function of the voltage controller (vc,d/v∗c,d) for varying parameter
sets is depicted in Fig. 3.15. The cut-off frequency is at about 100 rad/s. The magnitude
gradually increases between 200 and about 104 rad/s, from where it drops due to the
limited bandwidth of the current controller.

Larger values for kp,v lead to an increased gain at high frequencies. The selection
of the proportional gain is a trade-off between fast response and limitation of harmonic
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Figure 3.15.: Magnitude and phase response of the closed loop transfer function of the
voltage controller (vc,d/v∗c,d).

propagation. It is set to 3 Ω−1 in this work.
When the integral gain ki,v is increased to 300 1

Ωs , the cut-off frequency becomes
higher, whereas harmonics are not affected. The effect of raising the feed-forward gain
FFv from 0.5 to 0.6 is similar. Fig. 3.16 illustrates the phase response of the transfer
function iL2,d/v

∗
c,d. Droop control is predicated on the assumption that power lines are

inductive and inductive behaviour is also desirable for the cascaded control. Hence, iL2,d

should lag v∗c,d by 90◦ at fundamental frequency. Both the increase of ki,v and FFv
result in a more inductive system compared to the base case (ki,v = 200 1

Ωs ,FFv = 0.5),
whereas a larger kp,v is counterproductive.

In conclusion, the impact on the dynamic behaviour of ki,v and FFv reveals
similarities. The optimization of the controller should incorporate both parameters as their
combination improves the dynamics, which will also be shown in Ch. 5.

[225] investigates the universal applicability of cascaded inner loop controllers and
concludes that a proportional resonant controller should be used for voltage controller and
a proportional controller for the current loop. The influence of the feed-forward of the
grid-side inductor current is examined in [232]. It becomes apparent that the feed-forward
gain has a strong impact on the stability and is one of the controller parameters to be
optimized.

As harmonics are not considered, PI-controllers are a reasonable choice in this work.

3.6.3.2.3. Model Order Reduction
There is a lack of systematic approaches in literature to determine the validity of model
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Figure 3.16.: Phase response of the closed loop transfer function iL2,d/v
∗
c,d.

order reductions of PED. In particular, the neglect of the inner control loops of grid-forming
converters, as often applied in literature, has not been investigated in detail and may be
an oversimplification [233].

This issue was addressed in [126] with a polynomial approximation approach. Fast
states of the inner loops are discarded first and then a reduced-order representation is added
back to model their interaction with the slow states. The reduced-order representation of
the fast states is obtained by pole-zero truncation. However, feed-forward terms of the
voltage controller, which have a significant impact on the dominant modes, as will be
shown in Ch. 5.5.1.2, are not considered.

This work follows the reduction approach based on singular perturbation. The
fast states of the control cascade are simplified. Fig. 3.17 compares the original 13th

order grid-forming PED model (power filter: 2 states, power sharing/conventional droop:
1 state, voltage control: 2 states, current control: 2 states, LCL-filter modelled in dq
reference frame: 6 states) with simplified representations (VI control is not shown).

The current loop, which includes the current control and the converter side inductor,
has a high-bandwidth and can either be fully neglected or represented by a first order lag
with the time constant TCL, as explained in Sec. 3.6.3.2.1. This reduces the order by
four or two states, respectively.

Another approach often found in literature is to neglect both current and voltage
loop. In this case, only the grid-side conductor of the LCL filter remains. The model
order is reduced by another 4 states, resulting in a 5th order model. It is proposed in [104]
to approximate the grid-side inductor by a first-order Taylor expansion, leading to a third
order model. Furthermore, the grid-side inductor can also be approximated by the phasor
model.

A new approach to model the inner loops and LCL filter is proposed in this
work. Starting from the neglect of the current loop in Fig. 3.17b.), the capacitor cf
is approximated by a phasor model. The purpose of cf is to filter the high frequency
harmonic noise from the power electronic switching and its impact on the dominant modes
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Figure 3.17.: Model order reduction of grid-forming inverter.

is minor. In contrast to the model in Fig. 3.17c.), the voltage control is not reduced as
it affects the dominant modes, as will be shown in Ch. 5. The grid-side conductor l2 is
approximated by a first-order Taylor series.

Whereas the time constants of LV lines are relatively small due to the high R/X
ratio, the time constant (L/R) of the grid-side inductor is larger and it may affect the
slower modes. Hence, its approximation may not be valid, especially when the phasor
model is used. To alleviate the problem, a modification of the microgrid model based on
the wye-delta transform is proposed in this work.

A single line diagram of an example microgrid with two PED, two loads and two
lines is shown in Fig. 3.18a.). For the PED, only the filter capacitor and the impedance of
the grid-side inductor zL2 are shown. Two simplifications are applied in Fig. 3.18b.). On
the one hand, PED 1 is connected at the end of a line and impedances zL2 and zLine1 are
merged. This not only reduces the overall number of impedances, the time constant of
the resultant impedance will also be the average of the time constants of zL2 and zLine1.
Hence, the high time constant of zL2 is avoided or at least alleviated by the high R/X
ratio of the LV line.

On the other hand, there is no additional line between PED 2 and load 2, whereby
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Figure 3.18.: Microgrid simplification.

the above described procedure is not possible here and zL2 cannot be merged with any line
impedance. However, nodes a, b and c form a wye connection, which can be transformed
to a delta connection. This way, the impedance zL2, with its large time constant, can be
omitted.

This is demonstrated by an example with actual values, assuming the impedances
ZL2 = (0.03+ j0.11) Ω (typical for an inverter with 10 kVA), ZLoad2 = (14.68+ j4.40) Ω
(SLoad2 = 10 kVA, power factor of 0.95 inductive) and ZLine2 = (0.062 + j0.016) Ω
(typical LV line with 100 m length). The resulting impedances after the wye-delta transform
are

Zab = ZL2ZLoad2 + ZL2ZLine2 + ZLoad2ZLine2
ZLine2

= (20.87 + j31.10) Ω, (3.67)

Zac = ZL2ZLoad2 + ZL2ZLine2 + ZLoad2ZLine2
ZLoad2

= (0.09 + j0.12) Ω, (3.68)

Zbc = ZL2ZLoad2 + ZL2ZLine2 + ZLoad2ZLine2
ZL2

= (20.97 + j1.52) Ω. (3.69)

Zab has the largest time constant with 4.7 ms, whereas the time constant of ZL2 is 11.7
ms. Hence, the phasor approximation will be more accurate after the wye-delta transform.

The PED control uses the output current over zL2. It can be derived by adding the
currents over zab and zac. The procedure described requires that loads are modelled as
impedances as well as the wye topology at the coupling point of the DER. The latter is
for instance also available with a T-connection to a line.

3.6.3.3. Grid-Feeding and Grid-Supporting Power Electronic Devices

The grid-feeding and grid-supporting PED are covered together in this section due the
structural resemblance of their controllers. Two variants of the grid-feeding control with
an LCL filter are depicted in Fig. 3.19 [234, 93, 235]. The damping resistor rf of the
filter capacitor cf is not shown. Similar to the grid-forming control, the abc/dq-transform
is at the centre of the model, but the transformation angle is measured by a PLL here.
The PLL measures the angle of grid voltage vg,abc.
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Figure 3.19.: Overview of different types of grid-feeding inverters with LCL-filter.

In Fig. 3.19a.), the current reference i∗L1,dq is calculated from the capacitor voltage
vc,LPF,dq and the set values for p∗ and q∗ in the ’Current Calc.’-block as follows:

i∗L1,d = 2
3
p∗vc,d + q∗vc,q
v2
c,d + v2

c,q
(3.70)

i∗L1,q = 2
3
p∗vc,q − q∗vc,d
v2
c,d + v2

c,q
. (3.71)

It is seen that the current iL1,dq is the control variable. It determines the power that is
supplied from the inverter-side branch of the LCL-filter. However, the reactive power
consumption of the capacitor affects the power that is supplied to the grid. The reactive
power consumption of the the filter capacitor cf can be compensated by recalculating the
reactive power set value as follows:

q∗comp = q∗ + 3
2(v2

c,d + v2
c,q)ω0cf . (3.72)

A LPF may be necessary to filter the harmonics in the measured voltage vc [234]. The
model and tuning of the current controller and also the LCL filter design are similar to
the grid-forming inverter.

Another control strategy for grid-feeding inverters frequently applied in practice is
illustrated in Fig. 3.19b.). It comprises an additional power controller, often a PI-controller,
that controls the output power of the inverter. Its inputs are the set values for active
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Figure 3.20.: Overview of grid-supporting inverter with LCL-filter.

and reactive power and their low-pass filtered measurement pLPF and qLPF . The output
serves as the reference value of the current control. The compensation from (3.72) can
also be used here.

It is shown in [236] that the control concept with the additional power controller
is slower and less stable. The stability of an islanded microgrid with grid-forming droop
controlled and grid-feeding inverters is investigated in [93]. It is found that the influence
of grid-feeding inverters on the small-signal stability of the system is minor.

The overview of a grid-supporting inverter is depicted in Fig. 3.20. It is similar
to 3.19 a.). To enhance the stability of the grid-supporting control, the power controller
from 3.19b.) is omitted in this work. The references for active and reactive power output
of the inverter originate from the power sharing control described in Sec. 3.6.2.6. The
measured frequency ωLPF and voltage magnitude (

√
v2
c,d + v2

c,q) are low-pass filtered
and then forwarded to the power sharing controller. Sec. 3.6.2.1 on the measurement
filtering is also applicable to the grid-supporting inverter, except that the input variables
are the measured frequency and voltage magnitude.

3.6.3.3.1. Model Order Reduction
Fig. 3.21 compares the original 13th order grid-supporting PED model (low pass filter: 2
states, power sharing/droop: 1 state, current control: 2 states, PLL: 2 states, LCL-filter
modelled in dq reference frame: 6 states) with simplified representations.

The current loop is simplified similar to the grid-forming model in Fig. 3.17b.). A
further reduction is to additionally neglect the filter capacitor and grid-side inductor, which
means that the current supplied to the grid is directly set. Consequently, the capacitor
voltage cannot be used as input to the current calculation and is replaced by the grid
voltage vg. This way, the model order reduces to 7. For both simplified models, the first
order lag must be present, because of the interdependency between the supplied current
(iL1 or iL2) and the measured voltage (vc or vg). It leads to instability if not decoupled
by the first order lag.
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Figure 3.21.: Model order reduction of grid-supporting inverter.

Similar simplifications can of course also be applied to the grid-feeding PED, but
are not made use of in this work.

3.6.4. Diesel Synchronous Generators

Diesel engine powered SM, which are also referred to as gensets, have been typically
assigned the role of grid-forming units in a microgrid [237]. Due to their flexibility, battery
storage systems have become an alternative to fulfil this role. Having several flexible
grid-forming units in a microgrid enhances the resilience.

Grid-forming and grid-feeding control are used for SM in this work. The control
principles are shown in Fig. 3.22 together with a single line diagram of the grid connection
of the SM. In the grid-forming mode, the low-pass filtered active and reactive power
output are forwarded to the power sharing controller. Due to the large time constants, the
transient droop (Sec. 3.6.2.3.3) and the active power feed-forward droop (Sec. 3.6.2.3.4)
control are not suitable for SM. The frame transformation droop (Sec. 3.6.2.3.5), however,
also takes effect on slower mechanisms and the static power sharing. Hence, frame
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Figure 3.22.: Grid-forming and grid-feeding SM.

transformation droop enhances the flexibility and is applied for SM in this work.
The inputs of the governor are the desired rotor frequency ω∗r and actual rotor

frequency ωr and its output is the mechanical torque of the SM rotor tm. The AVR
controls the stator voltage vs by adjusting the field winding voltage exfd of the SM. In
case of the grid-feeding control in Fig. 3.22, the GOV controls the active power and the
AVR the reactive power. SM, AVR and GOV are detailed in the subsequent sections for
the grid-forming control mode. The models are similar in grid-feeding control, except for
the input of AVR and GOV.

In present interconnected power systems, the power system stability is closely
connected to the synchronism of SM. The electrical and electromechanical behaviour of
the majority of synchronous machines can be modelled using the equations of the three-
phase salient-pole synchronous machine [134]. The modelling and analysis of synchronous
machines has always been a challenging task. It is covered in a number of books [60,
134, 238, 239, 240]. The detailed mathematical model of a synchronous machine will be
described in this section.

3.6.4.1. Synchronous Machine

The schematic of the cross section of three-phase two-pole synchronous machine is
illustrated in Fig. 3.23. The field and armature are the essential elements of the machine.
Alternating voltages are induced in the armature windings by the rotating field winding fd,
which carries direct current. Additionally, there are two damper windings kq,1 and kq,2 in
the rotor q-axis and one damper winding kd,1 in the d-axis. All windings are represented
by a single loop in Fig. 3.23.

Assuming the uniform rotation of the magnetic field, voltages displaced by 120° in
time phase will be induced in the three-phase armature windings due to their distribution
of 120° apart in space. Depending on the number of field poles pf , the synchronous
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Figure 3.23.: Cross section of three-phase two pole SM.

mechanical speed n of the rotor in revolutions per minute is given by

n = 120fn
pf

, (3.73)

where fn is the nominal frequency. The following assumptions are made for the development
of the synchronous machine equations [60]:

• Regarding the mutual effects with the rotor, the stator windings are sinusoidally
distributed along the air gap between stator and rotor

• The rotor inductances are not affected by the stator slots when varying the rotor
position

• The magnetic hysteresis and magnetic saturation are negligible

If the equations of the SM are established in the natural abc-frame, they contain inductance
terms which vary with the rotor angel θr, which in turn varies in time with the rotor
frequency ωr. If an appropriate transformation of stator variables is applied, a much
simpler form with a clearer presentation of the physical relationships is attained. Therefore,
the stator variables are transformed into the dq0-reference frame, that rotates with the
rotor angle θr.

The state equations of the stator and rotor windings can then be expressed as
follows [134]:

sψqs = ωn[vqs −
ωr
ωn

ψds + rs
xls

(ψmq − ψqs)], (3.74)

sψds = ωn[vds + ωr
ωn

ψqs + rs
xls

(ψmd − ψds)], (3.75)

sψ0s = ωn(v0s −
rs
xls

ψ0s), (3.76)
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sψkq1 = ωn
rkq1
xlkq1

(ψmq − ψkq1), (3.77)

sψkq2 = ωn
rkq2
xlkq2

(ψmq − ψkq2), (3.78)

sψfd = ωn[ rfd
xmd

exfd + rfd
xlfd

(ψmd − ψfd), (3.79)

sψkd = ωn[ rkd
xlkd

(ψmd − ψkd)], (3.80)

where ψqs, ψds and ψ0s are the stator fluxes in the d-, q- and 0-axis, respectively. ψkq1,
ψkq2, ψfd and ψkd are the fluxes in the first and second damper winding in the q− axis,
the field winding and the damper winding in the d-axis, respectively. ψmd and ψmq are
the mutual fluxes in the d- and q-axis, respectively. vds, vqs and v0s are the stator voltage
in the d-, q- and 0-axes, respectively. rs, rkd, rlkq1, rkq2 and rfd are the resistances of
the stator, the damper winding in the d-axis, the first and second damper winding the
q-axis and the field winding, respectively. xls, xlkq1, xlkq2, xlkd and xlfd are the stator
leakage reactance, the reactances of first and second damper winding in the q-axis, the
reactance of the damper winding in the d-axis and the reactance of the field winding,
respectively. exfd is the exciter voltage in the field winding.

The magnetizing flux linkages are expressed in terms of winding flux linkages in
order to have a proper state model, which yields [134]:

ψmd = xad(
ψds
xls

+ ψfd
xlfd

+ ψkd
xlkd

), (3.81)

ψmq = xaq(
ψqs
xls

+ ψkq1
xlkq1

+ ψkq2
xlkq2

) (3.82)

where
xaq = ( 1

xmq
+ 1
xls

+ 1
xlkq1

+ 1
xlkq2

)−1 (3.83)

xad = ( 1
xmd

+ 1
xls

+ 1
xlfd

+ 1
xlkd

)−1. (3.84)

The stator currents are the output of the machine model and can be described as:

ids = 1
xls

(ψds − ψmd) (3.85)

iqs = 1
xls

(ψqs − ψmq) (3.86)

i0s = 1
xls

ψ0s (3.87)

The mechanical part of the machine can be described by defining the per unit rotor
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Figure 3.24.: Reference frames for SM coupling with the power system.

speed ωr as
ωr = − ωn

2Hs (te − tm), (3.88)

where H is the inertia constant in seconds and te and tm are the mechanical and electrical
torques, respectively. The electrical torque is defined as

te = ψdsiqs − ψqsids. (3.89)

The simulation of the SM is shown in block diagram form in Fig. 3.24 [134]. If the
network is modelled in the natural abc-reference frame, the rotor angle θr is used for the
abc/dq0-transformation. The flux linkages are computed according to (3.74) - (3.80), the
currents in accordance to (3.85) - (3.87) and the electrical torque as defined in (3.89).
The exciter voltage exfd is needed as an input for the computation of the flux linkages
and the field winding current ifd may be needed for the simulation of the exciter.

The mechanical torque for the computation of the rotor speed originates from the
governor model. If the network is modelled in the DQ0-reference frame, the abc/dq0-
transformation is replaced by a transformation between the synchronous reference frame
of the network and the rotor reference frame. The angle for this DQ0/dq0-transformation
is the difference between the angle of the network, which is the reference angle θref , and
the rotor θr. If the system is symmetric, the zero sequence can be omitted from the
equations.

Simplified models are often used to reduce the complexity of the model and the
computational effort. A common simplification is to neglect the stator transients [134,
241]. In this work, however, stator transients are taken into account due to possible
interactions with the fast dynamics of PED. Moreover, it is not recommended to apply
simplifications in small low-power systems [134].

SM may be equipped with a power electronics front end which enables the non-
synchronous operation of the engine. In this way, increased power density and higher
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efficiency can be achieved [242]. On the other hand, the inverter increases the overall cost
of the system, reduces the reliability and hampers the provision of short circuit currents.
SM are coupled with the network directly in this work.

3.6.4.2. Automatic Voltage Regulator

Two different AVR models are used in this work, depending on the voltage level. For LV
applications, the model shown in Fig. 3.25 is implemented. It is similar to the AC5A
system with a brushless exciter [243] except that a PI-controller is used [226, 89]. It is
widely applied by the industry and commonly used for small sized SM. The measured
stator voltage is filtered by a first order lag with the time constant Tr. The output of the
PI-controller is fed into the main voltage regulator which consists of another first order
lag with the time constant TA and the gain KA. The exciter in Fig. 3.25 is modelled
depending on the time constant TE , the exciter gain KE and the saturation which is a
function of the exciter output voltage exfd according to (3.90) [244].

vx = exfdsE(exfd). (3.90)

The saturation sE(exfd) is defined as

sE(exfd) =

exfd
sE(exfd,2)
exfd,2

for exfd < exfd,2

sE(exfd) + (exfd − exfd,2) sE(exfd,1)−sE(exfd,2)
exfd,1−exfd,2

for exfd > exfd,2.

(3.91)
The saturation function is also illustrated in Fig. 3.26.

For the MV diesel SM, the field controlled alternator rectifier (AC1A) model
illustrated in Fig. 3.27 is utilized [245]. Besides the measurement filter, it consists of
an alternator main exciter with non-controlled rectifiers and a damping filter. The field
winding current ifd is an additional input.

Large thermal power plants are usually equipped with power systems stabilizers to
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Figure 3.26.: AVR saturation function.
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Figure 3.27.: AVR model AC1A to control stator voltage vs.

dampen rotor oscillations by means of field voltage control. However, the application of
power system stabilizers is not common for diesel SM.

3.6.4.3. Governor

As for the AVR, differing models are used for the GOV depending on the voltage level.
The governor of the LV diesel SM is depicted in Fig. 3.28. Focusing on electricity
production, it is sufficient to use a much lower order model than available models that
consider thermodynamic aspects. A PI-controller is employed to regulate the frequency
[226, 89]. The control signal is transformed into a fuel current by the current driver gain
K3. A limited first order lag represents the actuator. The time constant τ2 varies and is a
complicated function of the fuel temperature. Its variation can be ignored for simplicity.
The engine combustion system comprising a number of cylinders is represented by a dead
time element. The dead time, which is assumed constant, represents two components for
each individual cylinder: The power stroke delay, which varies randomly, and the ignition
delay, which depends on the generator speed [246].

The GOV for the MV system is illustrated in Fig 3.29 [247]. The combustion engine
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is again represented by a dead time [248]. Further components are the electrical control
box and the actuator.

3.6.4.4. Virtual Impedance

VI was developed for inverter control. However, it is also used in the SM control in this
work to allow for maximum flexibility of the controller. VI not only influences the transient
behaviour, but also improves the steady state power sharing as described in Sec. 3.6.2.5.
The set point for the stator voltage v∗s is adapted by subtracting an absolute voltage value
∆vvi,SM :

∆vvi,SM = |iszvi,SM | = |is(rvi,SM + jωlvi,SM )|. (3.92)

3.6.5. Wind Power Plants

3.6.5.1. Basics of Type 3 Generator

A type 3 variable speed wind turbine with DFIG is used in this work and its simplified
structure and control is depicted as a single line diagram in Fig. 3.30. In addition, there is
a transformer to connect the 690 V of the stator to the 20 kV medium voltage network.
Simulink’s build-in model is applied to represent the DFIG [249], which implements a fifth
order model for the induction machine [250]. The averaged model [222] is again used for
grid-side and rotor side converters. Hence, they are represented by an ideal voltage source.
The grid side converter controls the DC voltage to remain stable. The control of the rotor
side converter is elaborated in Sec. 3.6.5.3.



82 3.6. Distributed Energy Resources

3.6.5.2. Doubly-Fed Induction Generator Internal Voltage

Controlling the internal voltage of the DFIG to adjust the active power when the grid
frequency varies is the essence of all inertia support methods. In order to enhance the
understanding of the dynamic interaction between DFIG and grid, the internal voltage of
the DFIG is elaborated in the following. The description of the synthetic internal voltage
is inspired by the SM model, where the rotating exciter field induces voltages in the stator
windings. According to the DFIG machine model in the dq reference frame, the stator
side circuit equation is [251]

vs,dq = −rsis,dq +
dψ

s,dq

dt
+ jω1ψ

s,dq
(3.93)

where is,dq is the stator current, vs,dq is the stator voltage, rs is the stator resistance and
ω1 is the rated angular speed. The stator flux can be written as

ψ
s,dq

= −lsis,dq + lmir,dq (3.94)

where ir is the rotor current, ls is the stator inductance and lm is the mutual inductance.
Combining (3.93) and (3.94) gives

vs,dq + rsis,dq + lsis,dqjω1 +
dlsis,dq
dt

=
dlmir,dq
dt

+ jω1lmir,dq. (3.95)

The stator current transient can be neglected in the electromechanical timescale [252].
Moreover, as the rotor current is controlled by the rotor side converter with a high
bandwidth, rotor current transient dynamics can also be neglected [251], which yields

vs,dq + rsis,dq + jω1lsis,dq = jω1lmir,dq. (3.96)

The actual rotor current is equal to the rotor current reference in the electromechanical
timescale, when neglecting the rotor current transient. Consequently, the rotor side
converter actually controls the internal voltage of the DFIG directly. Therefore, the
dynamics are similar to the voltage behind reactance model of SM, because this internal
voltage directly determines the dynamics of the DFIG in the electromechanical timescale.

The fact that the DFIG is not only connected to the grid through the stator, but
also through the grid side converter, has been omitted so far. The bandwidth of its control
loop is high and its impact can be neglected for the internal voltage. The impact of the
grid side converter can be merged into the mutual impedance, taking into account that the
grid side converter delivers the slip power, as elaborated in [251]. The grid side converter
can be merged into the internal voltage by defining the internal impedance xd = ω1ls and



3.6. Distributed Energy Resources 83

dq
abc

Gear 
box

MPPT

PI

PI PI

dqabc PLL

d/dt

Figure 3.30.: DFIG wind power plant control.

by changing the internal impedance to xd/(1− sslip) in the q-axis circuit, where sslip is
the slip of the DFIG.

3.6.5.3. Rotor Side Converter Control

The maximum power point tracker (MPPT) determines the reference angular speed of the
rotor ωr,ref according to the measured active power pmea. The direct axis rotor current
reference ir,d, which regulates the active power, is obtained from a PI-controller which
has the angular speed error as input. The current loop comprises PI-controllers for both
axes and controls the voltage of the rotor side converter. With a bandwidth of 100 Hz, it
is the fastest control loop of the cascade. The reference of the q-axis rotor current is zero,
as the reactive power reference of the DFIG is always zero in this work, the focus lies on
SI and active power support.

In order to provide sustained active power for frequency regulation, deloaded mode
of operation has to be applied [253, 254, 255]. In deloaded operation, the DFIG is not
controlled in accordance to the angular speed reference, but to supply a certain active
power, which is below the optimal operating point. Hence, the input of the PI-controller
(blue in Fig. 3.30) is not the angular speed error, but the active power error. The plant is
operated at a suboptimal operating point, forcing it to deliver less active power than it
is actually capable to generate at a given moment. Depending on the wind speed, the
deloaded operating point is either obtained by adjusting the rotor speed or the pitch angle
[256].

This is illustrated in Fig. 3.31. For moderate wind speeds, the rotor speed is



84 3.6. Distributed Energy Resources

Figure 3.31.: Deloaded operation for several operating points [257].

adjusted higher than the optimal operating point, shifting from G to C. In this way,
kinetic energy can be released from the rotor in case of a frequency disturbance. Shifting
the operating point to a lower rotor speed relative to the optimum would cause instability,
since the release of active power for frequency response would further slow down the rotor.
For higher wind speeds where the rotor speed is at its maximum, usually 1.2 pu, the pitch
angle is used to regulate the output power at a suboptimal operating point, whereas the
rotor speed is kept constant. The operating point is shifted from E to D by increasing
the pitch angle. To provide additional active power for frequency response, the pitch angle
is decreased again.

The wind speed is set to 10.5 m/s in all simulations in this work. The pitch
controller is active at this wind speed. The focus of this work is not on the optimization
of the deloaded operation but of the inertia provision. The fast dynamics of the inertia
provision can be regarded as decoupled from the significantly slower rotor speed and pitch
angle control.

Inertial response and primary frequency control in isolated power systems are
analysed in [256] with a special focus on the turbine operating point.

3.6.5.4. Phase-Locked Loop Synthetic Inertia

The PLL detects the angle ΘPLL of the stator voltage vs,abc. ΘPLL is used to transform
the voltages and currents into the dq-reference frame. The PI-controller of the PLL adjusts
the angular speed of the PLL ωPLL to the fluctuating grid frequency ωgrid, aiming at the
quadrature component vq,PLL to be zero.

Fig. 3.32 clarifies this process. The stationary case is shown in a.). The quadrature
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a.) b.)

Figure 3.32.: PLL dynamics.

component is zero and the dq-frame of the PLL is aligned to the grid voltage. The grid
voltage has undergone a transient change in b.). To bring the quadrature component back
to zero, the PI-controller will adjust ωPLL. This procedure is similar to the dynamics of
the rotor angle of a SM during frequency transients, considering that ΘPLL determines
the angle of the DFIG internal voltage described in Sec. 3.6.5.2. When the PI-controller
of the PLL is tuned to slowly react to grid frequency changes, DFIG can provide synthetic
inertia (SI) and shows similar response to frequency transients as SM.

One advantage of this SI variant is that no high-pass filtered frequency measurement,
as in the case of frequency gradient inertia and which can lead to instability [17], is necessary.
Furthermore, similarities with SM dynamics allow for the utilization of control strategies
related to those in conventional power systems, where a lot of experience exists.

The PLL dominates the internal voltage phase motion in a vector controlled DFIG.
Therefore, manipulating the PLL parameters is a very direct way of controlling the output
active power [258]. There is still lack of literature focusing on the impact of PLL in
stability studies [259]. Significant influence of PLL on small-signal stability was stated in
[260, 261]. Systematically manipulating PLL parameters to provide SI was first introduced
in [16].

3.6.5.5. Frequency Gradient Synthetic Inertia

Another means of providing SI often found in literature [262] is the frequency gradient
SI. It is another way to imitate the inertia in the equation of motion of SM. It has been
applied in commercial wind turbines [263]. The active power is controlled in proportion to
the frequency gradient:

∆p = −kSI
dfPLL
dt

, (3.97)
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where kSI is the proportional factor of the SI and fPLL is the frequency measured by the
PLL. A high pass filter with the time constant TSI is employed as it is not possible to
use the pure derivative in practice. There is a trade-off between rapid inertia response
and controller stability and the selection of the proportional factor and the time constant
is a difficult task [264, 265, 266]. [17] reports stability issues of this controller type. It
is suggested to use a time constant of at least 1 s for the high-pass filter to guarantee
stability. In this work, a compromise between the values found in literature [264] and the
stability limit identified in [17] is made by selecting TSI = 0.5 s. Deriving an optimal value
for TSI is not the focus of this work and remains an open question for future research.

The frequency gradient SI can be merged with grid-supporting droop control as
shown in Fig. 3.33. The variable p0 is the active power set point of the deloaded operation
and p∗ is the resulting active power set point. Reactive power droop is not applied by the
DFIG.

The frequency response of full-size converter, DFIG and active stall induction
generator wind power plants on a physical island are examined in [267]. Dynamic
penetration limits could be relaxed substantially by the combination of droop control and
frequency gradient inertia.

3.6.5.6. Combined Synthetic Inertia

The possibility to combine both means of providing SI is investigated in this work, as they
complement one another in terms of response time. Active power provision by a slow PLL
is not immediately at its maximum as the active power output is proportionate to angle
between internal and stator voltage. For example, when the grid frequency decreases, this
angle starts to grow and alongside the active power rises.

The response of the frequency gradient SI depends on the PLL bandwidth and the
time constant of the high-pass filter and is usually quicker than the method with slow
PLL. Therefore, it is advantageous to combine both methods.

As opposed to the slow PLL method, the frequency gradient SI necessitates a PLL
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with reasonably fast response. It is, therefore, helpful to implement two PLLs with differing
bandwidth.

3.7. Loads

The focus is placed on the interaction and stability of DER in this work. The load model
is kept simple.

Static load models [268, 269] with constant impedance are used for one thing
in transient EMT simulations in the abc frame. Then again, they are not feasible for
other parameter optimization studies due to their voltage dependency. For example,
the undesired voltage dependency causes the optimization algorithm to favour controller
parameters that result in voltages with low magnitudes. This decreases the disruption by
load switching events as the actual power variation is reduced. Consequently, oscillations
are attenuated. This is an optimization goal in this work. However, it originates from the
load model here and not some superior controller parameter set.

Instead, a constant active and reactive power current source model is generally used,
which is also referred to as a pq-load. The supplied current is given as follows, similar to
the current calculation of the grid-feeding inverter:

i∗Load,d = 2
3
p∗vPOC,d + q∗vPOC,q
v2
POC,d + v2

POC,q

, (3.98)

i∗Load,q = 2
3
p∗vPOC,q − q∗vPOC,d
v2
POC,d + v2

POC,q

, (3.99)

where vPOC is the voltage at the point of coupling. The resulting algebraic loop is avoided
by implementing a LPF with a time constant of 5 ms for the supplied current i∗Load,dq.
The time constant is chosen higher than the current controller’s to avoid interference.

Load modelling is named as an important aspect of future microgrid stability research
in [22]. It is essential for the ability to predict the operation of protective devices and
potential protection induced cascading failures [31]. However, simple static load models
are still widely applied according to a survey [270, 271].

It was shown that droop controlled inverters and active loads are almost completely
decoupled in LV microgrids in [93], which justifies the simplification in this work. The
active loads in [93] are modelled similar to the grid-feeding inverter in Sec. 3.6.3.3, but
additionally incorporate the DC link.

It is reported in [272] that directly coupled induction machines make up about a
quarter of loads in MV systems and can cause lightly damped oscillations in microgrids
with droop controlled inverters. Controller parameters of dynamic loads may be optimized
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for system stability, but to the detriment of induction machine control [273]. It is shown
in [274] that composite loads, consisting of static loads and induction machines, have a
general tendency to enhance the damping of low-frequency oscillatory modes but deteriorate
the damping of medium-frequency oscillatory modes.

3.8. Synchrocheck

As elaborated in Sec. 2.2.4, the synchronization of the islanded microgrid with an external
grid is one of the critical aspects of microgrid operation. A synchrocheck is used for the
synchronization, as shown in Fig. 5.3. It measures the voltage at both sides of the switch
that separates the microgrid from the external grid. A PI-controller is then deployed to
control the voltage frequency and amplitude set points of the DER in the microgrid. For
droop controlled DER, ω0 and v0 from the droop equations (3.35) and (3.36) are adjusted
[275]. This rather simple synchronization process is adequate for this work, because the
focus is placed on the transients and loadings when the breaker closes after synchronization.
The external grid is modelled as a stiff voltage source. Any protective devices that might
trigger during the process are not modelled.

3.9. Composite Model

An example of a linearized LV microgrid model in the dq0-reference frame is presented
to provide further insight into the dq0 modelling approach. The microgrid with two grid-
forming droop controlled DER is illustrated in Fig. 3.35a.) and its composite state-space
model is depicted in Fig. 3.35b.). The frequency of PED 1 is used as the reference
frequency. Besides the PED, other DER could also be implemented.

It is started from the individual state-space models of the inverters, network and
loads, which are then assembled to form the complete model. This procedure is also
referred to as the component connection method [276]. The description presented in [76,
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277] and [278] is closely followed. The example is presented in App. A. PEDs are used in
this example network. However, they could be replaced with the diesel SM introduced in
this chapter.

The simulation and optimization framework, which links the models described in
this chapter to the optimization algorithm of Ch. 4, is elaborated in Sec. 4.9.





4. Optimization Algorithm and Framework

4.1. Introduction

The intricacy of the introduced models and the complexity of the parameter optimization
problems dealt with in this thesis demand an optimization algorithm that is tailored to
the problem. The optimization problems are characterized by a computationally intensive
fitness evaluation, as numeric time-domain simulation is necessary. Evolutionary algorithm
(EA) is selected as a suitable optimization algorithm and is elaborated in this chapter.

Firstly, an overview of power system optimization methods and applications is
provided in this chapter. Next, the objectives and constraints of the controller optimization
problem are formulated. The main optimization criteria are the eigenvalue real parts of
the system and area criterion, which is a measure for the ability of the system to rapidly
reach a new steady state following a disturbance. The main constraints are evaluated
at steady-state and include the accuracy of the power sharing between DER as well as
limited voltage magnitude and frequency deviations from their nominal values.

Subsequently, a literature review of control parameter optimization in microgrids is
provided. Shortcomings of previous approaches are pointed out.

The fundamentals of EA are discussed, detailing various approaches for the evolu-
tionary operators selection, crossover and mutation. Moreover, the handling of constraints
violations and approaches for niching to enhance the diversity of the population are
explicated. A particular characteristic of the proposed EA is the BSP tree. It is used
to improve the mutation, avoid duplicate individuals and promote the diversity of the
population.

Finally, the parametrization of the EA is elaborated, which has a huge impact on its
efficiency and is a difficult task as the number of possible combinations is numerous and
parameters are interdependent. Benchmark cost functions are used for the EA parameter
selection, because the actual optimization problems are too computationally intensive for
the necessary large number of EA runs.

The chapter closes with an overview of the simulation and optimization framework
which connects Ch. 3 on modelling with Ch. 4 on optimization.
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4.2. Overview of Power System Optimization

Some of the main fields subject to optimization in power systems are [279]:

• Optimal reconfiguration of distribution networks

• Thermal unit commitment/hydrothermal coordination

• Uncertainty analysis

• Economic dispatch/optimal power flow

• Reactive source allocation

• Expansion planning

• Maintenance scheduling

A wide variety of techniques to solve these problems exists, including conventional and
modern optimization methods. Three groups are identified [280]:

1. Conventional optimization techniques

• Linear programming, network flow programming, nonlinear programming,
quadratic programming, newton method, mixed-integer programming

2. Intelligent search methods

• Evolutionary algorithms, tabu search, artificial neural network, particle swarm
optimization

3. Nonquantity approaches to address uncertainties in objectives and constraints

• Fuzzy set applications, analytic hierarchical process, probabilistic optimization

The optimization problems in this work are characterized by their increased complexity.
Numeric simulations are necessary to evaluate a solution to the problem. A strict mathe-
matical formulation of the problem is not possible. It is, therefore, resorted to a EA on
the grounds of its flexibility in problem solving.

4.3. Literature Review on Microgrid Stability Optimization

The optimization of microgrid parameters regarding system stability can be classified into
online and offline tuning [281, 282]. In online tuning, the control parameters are adjusted
during the operation of the system. It is possible to to adapt to changing circumstances
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such as the line impedance between DER and loads when the consumption fluctuates.
To this end, an adaptive neuro-fuzzy inference system for droop controlled inverters is
proposed in [283]. Linear programming is utilized in [169] to optimize the stability of DER
resorting to low-bandwidth communication. It is also stated that there is a general trend
towards decentralization of controller optimization. The control parameters of a microgrid
with virtual synchronous machines are optimized during operation using particle swarm
optimization in [206]. The criteria are the damping ratio, the largest occurring real part
of the eigenvalues and the voltage angle deviations with respect to the centre of inertia.

The focus of this work is on offline tuning, where it is desired to obtain a fixed
parameter set in advance to guarantee the stable operation under various conditions. The
small-signal stability of DER is optimized offline using Markov chains and Markov jump
linear systems for a MV feeder in [284]. Particle swarm optimization is used in [285] to
optimize droop controlled DER in a small microgrid. The total harmonic distortion and
the area criterion for power sharing are considered in the fitness function. Grid-supporting
droop control is optimized in [286] with particle swarm optimization. [191] also resorts to
particle swarm optimization to optimize a nonlinear droop with respect to power sharing
and cost reduction. The inverter control and the filter parameters are optimized in [287]
in a small microgrid with particle swarm optimization. The optimization criteria are the
minimization of the largest eigenvalue real part and the power sharing. The feasible range
and the optimal value of an algebraic type VI are investigated in [214] resorting to particle
swarm optimization. Several criteria are incorporated using weighting factors.

Inverter control with VI is optimized with differential evolution for a small LV
microgrid in [210]. A feasible range for the controller parameters is detected in [278] with
modal analysis. A GA is then used to find optimal values within this range depending
on the power sharing and area criterion. The droop coefficients, the proportional gain of
the voltage controller and the integral gain of the current controller are identified as the
most influential control parameters. A non-dominated sorting GA, which is a multi-criteria
optimization method, is used in [288] to optimize the placement of droop based inverters
taking into account the small-signal stability and the network losses. It is shown that other
aspects of the microgrid performance, such as losses, voltage profile and reactive power
sharing, deteriorate with better small-signal stability. Larger impedances of the connection
between grid-forming inverters enhance the stability, but weaken the other criteria. The
non-dominated sorting GA is also utilized in [40] for the optimal reconfiguration of droop
based islanded microgrids with respect to static criteria.

This review reveals the following characteristics of previous works: The optimization
focuses on few parameters that are most influential to the microgrid stability, such as the
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droop coefficients or the VI. Other parameters with significant influence, for instance the
power measurement filter time constant or the feed-forward gain of the voltage controller,
are not taken into consideration. It is frequently relied on the droop control in its simplest
form, although variants of the droop control and VIs can enhance the performance.
Furthermore, the interaction of different controller types, such as grid-forming and grid-
supporting, is rarely investigated as most works focus on a single type of control. Moreover,
most of the considered microgrids consist of only a small number of nodes. The optimized
parameter sets are tested only for a very limited number of use cases, i.e. few operating
points are considered and microgrid parameters, such as line length or R/X ratio, are not
varied. Hence, the general applicability is not proven.

4.4. Problem Formulation

4.4.1. Objectives

As shown in the literature review of microgrid stability optimization in Sec. 4.3, DER
controller parameters are often optimized with respect to the power sharing, largest
occurring eigenvalue real part or damping. Further criteria are monetary cost, network
losses and other static criteria. In this work, it is focused on the minimization of the
largest occurring eigenvalue real part and the area criterion for power sharing.

The real parts of the dominant eigenvalues determine the decay of transients and
the ability of a system to rapidly reach a new steady-state operating point. This criterion
is preferred over the damping coefficient, because the main goal in inverter-dominated
networks is to avoid overloading and violations of component constraints during transients.
Therefore, the first priority is the rapid decay of the envelope rather than oscillation
damping. Furthermore, as will be seen in Chapter 5 on case studies, extensive oscillation
is not an issue in inverter-dominated networks.

The second objective deployed in this work is depicted in Fig. 4.1. To ensure the
quick alignment with the reference signal, the area is minimized as illustrated. In this
work, the signal is the active or reactive power of a DER. The minimization problem is
formulated as follows:

Υobj = Min
( n∑
i=1

l∑
k=1

∫ tstep,k+tsettle,k

tstep,k

|pDER,i(t)− pDER,i(tstep,k + tsettle,k)|+

|qDER,i(t)− qDER,i(tstep,k + tsettle,k)|
)
,

(4.1)
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where i = {1, ..., n} is the DER index and n the number of considered DER, k = {1, ..., l}
is the load step number and l is the total number of load steps, pDER,i(t) is the active
power of DER i, qDER,i(t) is the reactive power of DER i and tstep,k is the time of the
load step k. p/qDER,i(tstep,k + tsettle,k) is seen as the steady state reference, assuming
that the steady state is reached within the settling time tsettle,k after a load step. These
steady-state values of active and reactive power vary depending the controller parameters.

The area criterion clearly sets the focus on the power sharing of DER and the
avoidance of overloading, whereas the stability of the system is not the primary objective.
However, the area criterion and eigenvalue real part minimization are complementary. The
area criterion is introduced because inverter dominated networks are very stable when
using thoroughly optimized controller parameter sets as shown in Chapter 5. This inherent
stability allows to focus on power sharing and omitting component overloading, while
keeping the dominant eigenvalues in a stable domain by setting a certain maximum real
part constraint.

Differing objectives are used for the SI optimization of wind power plants. These
will be elaborated in the case study in Sec. 5.10.

4.4.2. Constraints

The steady-state power sharing between DER is dominated by the power sharing control
as described in Sec. 3.6.2. The power sharing is inaccurate due to the voltage drop over
the power lines. To ensure that the distribution discrepancy is limited, the steady-state
active and reactive power difference between the DER is limited. Unless otherwise stated,
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a maximum of 0.1 pu and 0.2 pu is allowed for active and reactive power, respectively.
The limit for the reactive power is a bit more relaxed as it is connected to the voltage in
the conventional droop. In addition, accurate steady-state active power sharing can be
considered more important due to the cost of the energy provided (or curtailed).

The steady-state voltage deviations at any node with a load is constrained to
+/−0.1 pu which is a typical value LV systems. The frequency discrepancy at steady-state
is limited to 500 mHz. This value is chosen because a frequency droop coefficient mω

of 0.01, which corresponds to a 500 mHz deviation at 1 pu active power discrepancy, is
often found in literature.

These constraint violations are incorporated in the cost as described in Sec. 4.5.2.4.
Note that individuals that cause instability of the simulated system are inherently identified
as violations of constraints as they cannot be evaluated.

The constraints for the SI optimization of wind power plants will be defined in the
case study in Sec. 5.10.

4.5. Fundamentals of Evolutionary Algorithms

Evolutionary algorithms mimic the biological processes of reproduction, recombination,
mutation and selection and are assigned to artificial intelligence. No differentiations of
the constraints or the objective function are needed in contrast to conventional methods.
Variants of EAs are evolutionary programming and evolutionary strategy [289]. They are
also closely related to GAs. The distinct feature of the proposed EA that draws the line to
GA is the BSP tree, which utilizes the history of all individuals in the previous generations.

The evolution is a process in which individuals belonging to a species show optimized
behaviour in order to solve problems characterized by chance, temporality, chaos and
non-linear interactivities. Conventional optimization techniques have difficulties in solving
this type of problem. Advantages of EAs are their flexibility and their robust response
to changing circumstances [279]. Furthermore, the method lends itself to multi-criteria
optimization [290]. EAs have one of the lowest probabilities to get trapped in local optima
among heuristic methods [279]. However, they perform rather poorly in finding optimal
or very close to optimal solutions. Another shortcoming of EAs is their relatively high
computational intensity.

4.5.1. Overview

Figure 4.2 depicts flowchart of a basic EA. At first, an initial population consisting of
a number of individuals is created. Each of the individuals represents a solution to the
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Figure 4.2.: Basic flowchart of a EA.

problem, often selected purely random. In the subsequent iterations, a variation and a
selection process is conducted.

The variation process features the random genetic processes mutation and crossover.
Each individual is assigned a fitness value evaluating the quality of its solution. The
objective function and the fitness function of a EA are not to be confused. The objective
function characterizes the performance of an individual independent from other individuals.
It incorporates the goodness of the solution regarding the optimization problem and
penalties for constraint violations. The outcome of the objective function is also referred
to as the cost in this work. The aim of the optimization is to minimize the cost.

The fitness function measures the reproduction opportunities within the population.
It may incorporate additional information, such as the diversity of an individual compared
to the rest of the population. An approximation can be used if the evaluation of the fitness
value is computationally demanding.

Note that the term ’fitness’ implies that its maximization is the optimization goal.
Optimization problems in this work are minimization problems. It is, therefore, convenient
to use the term ’fitness’ rather as a measure that needs to be minimized. Hence, better
individuals are associated with lower fitness in this work.

During the selection, individuals with better fitness are preferred and have an
increased chance to pass their information on to the population of the next generation
(iteration). The iterations are performed until a stop criterion is fulfilled. This can be
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a maximum number of generations or when the difference in the average fitness value
between subsequent generations falls below a certain threshold. In this way, an asymptotic
convergence towards optimal solutions is pursued [279].

The variety of selection methods, evolutionary operators (mutation, crossover and
selection) and representations of individuals is manifold [291]. The representation of
individuals refers to the encoding of the information individuals contain, which may have a
considerable influence on the algorithm’s performance. Figure 4.3 illustrates examples for
binary and integer representation. Inspired by biology, an attribute of an individual is called
gene and a number of attributes referring to related features is named a chromosome.
The parameters of an individual are mapped into a finite string of symbols that represent
possible solutions in the problem space. A binary, real-valued or character-based symbol
alphabet can be used. Integer or continuous values are usually chosen for complex
applications. This also facilitates the definition of problem specific operators [279].

Until the end of the 1990’s, the assumption that binary representation is superior
was prevalent, but has not been supported by empirical results [292, 293]. There is no
superior choice of the genetic operators [294], neither holding across all problems nor for a
specific type of problem as was shown by mathematical analysis [295]. On the contrary, it
was also shown that unspecialised algorithms are outperformed by specialized algorithms
in a specific problem domain [296]. The human operator has extensive freedom to adapt
the evolutionary approach to the problem.

Some of the advantages of EA are their flexibility and broad applicability, as was
mentioned before. The problem space can be disjoint and contain infeasible regions.
The same procedure is applicable to mixed-integer problems, discrete combinatorial
problems, continuous-valued parameter optimization problems and so forth, without
essential alteration. The problem formulation may involve arbitrary linear and non-linear
objective functions and constraints. Differentiations are omitted during computation [279].

Although conventional methods outperform EAs for simple, convex problems, it
was shown in [297] that their performance can be significantly better for complicated
multimodal problems and their chance to get trapped in local optima is lower. EAs can
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also be hybridized with other methods, for example fuzzy systems or neural networks [298].
Furthermore, EAs are suitable for parallel processing, what makes the method feasible for
distributed processing computers. Whereas the computationally intensive evaluation of
fitness values is a highly parallel process, only the selection requires some serial processing.

The ability for self-optimization is another interesting feature. Classic methods
depend on the appropriate setting of exogenous parameters to tune the optimization
algorithm. However, this setting can be a part of the search process in evolutionary
computation itself, (e.g. the mutation rate adjusts to the diversity of the population)
[279].

4.5.2. Evolutionary Operators and Parameters

The following sections detail the essential operators of evolutionary algorithms: Selection,
crossover and mutation.

4.5.2.1. Selection

Selection decides which individuals pass their information on to the population of the
next generation. The convergence to local or global optima is dominated by the selection
pressure. It dictates the average fitness in a population. The change in each generation’s
mean fitness is highly dependent on the population fitness variance [279]. On the one
hand, a high selection pressure (preference for good individuals) enhances convergence
speed. On the other hand, low selection pressure decreases the chance to get trapped in
local optima. Therefore, selection schemes should be designed as a trade-off between the
preservation of population diversity and convergence.

Numerous selection schemes have been proposed in literature. They can be classified
into two groups [279]: Proportionate-based schemes apply the selection with respect to
the relative fitness values of individuals. Secondly, in ordinal-based methods, the rank of
the individual within the population based on comparison of fitness values is the criterion
for selection. The latter are sometimes deemed superior, because they omit the dominance
of super fit individuals according to their fitness and, therefore, inherently preserve the
diversity of the population [279].

In proportionate-based selection [299], the fitness values are normalized with respect
to the range between the best and worst individuals:

Fitscaled,i = Fiti − Fitworst
Fitbest − Fitworst

, (4.2)

where Fitscaled,i is the scaled fitness of individual i, Fiti is the initial fitness of individual
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Figure 4.4.: Example for stochastic universal sampling.

i, Fitbest is the fitness of the best individual and Fitworst is the fitness of the worst
individual in the population.

The individuals are usually selected successively until the mating pool is full in
proportionate-based selection. The better the fitness, the more likely it becomes for an
individual to be selected. One individual may be selected several times. The stochastic
nature of this procedure can lead to a bias in the selected pool. This is avoided in stochastic
universal sampling [300], which is illustrated in Fig. 4.4. The sizes of the segments in
the pie chart are proportionate to the fitness of the individuals. The number of arrows
corresponds to the number of individuals in the mating pool. The angles between the
arrows are equal. The arrows are rotated randomly and individuals with an arrow in their
segment are selected. In the example in Fig. 4.4, the fittest individual is selected twice
in stochastic universal sampling, whereas it may be selected up to four times in simple
proportionate-based selection, due to stochastic uncertainties.

To avoid the dominance of very fit individuals and preserve the diversity of the
population, individuals are selected according to their rank instead of their fitness in
rank-based selection. The selection probability depending on the rank is calculated as
follows:

Lr = 2
np

(1− r − 1
np − 1), (4.3)

where Lr is the selection probability of the individual with rank r and np is the number of
individuals in the population.

Tournament selection also counts among rank-based selection. A number of
individuals are drawn randomly from the population and the best ranked among them are
selected for the intermediate population. As an example, six individuals are drawn randomly
from the population and the two with the best fitness are selected. This procedure is
repeated until the mating pool is complete.

A subset comprising of the best individuals is chosen in truncation selection. Then,
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individuals are selected with the same probability from this subset.
When every individual is assigned a selection probability according to its rank,

the linear correlation between rank and selection probability is assured and it is referred
to as linear ranking selection. In accordance, exponential ranking selection weights the
probabilities exponentially with the rank.

In combination to these techniques, elitist selection can be implemented. The best
individuals of the preceding generation are automatically transferred to the new mating
pool to ensure that the best solutions are preserved. The remaining individuals are chosen
according to one of the selection techniques previously described.

4.5.2.2. Crossover

Crossover mixes the genes of two or more individuals. It is characterized by its disruptiveness,
as it can split the information of individuals. The proportion of the parental population
that performs crossover is specified by the crossover rate %cro. Individuals not selected
for crossover remain unaltered, which means that one parent chromosome goes to one
offspring and the other to the other offspring.

Some commonly applied crossover mechanisms are depicted in Fig. 4.5. One-point
crossover in Fig. 4.5a.) was applied in traditional EAs [279]. Chromosomes are split at
a randomly chosen point between two genes. The offspring consists of the genes left of
this point from one parent, and right of this point from the other parent. The procedure
with two points works similar and is illustrated in Fig. 4.5b.). This can be extended
to m-point crossover, with the number of genes in a chromosome minus one being the
maximum of m. The disruptiveness and the diversity of the offspring increases with m. It
is referred to uniform crossover if each gene is randomly picked from either of the two
parental chromosomes, which is very disruptive. The ordering of the genes is irrelevant in
uniform crossover, whereas for smaller m, neighbouring genes have a higher likelihood of
being picked from the same parent. Depending on the optimization problem, this may not
be a desired characteristic of the crossover, affecting its randomness [301].

The diversity can be promoted by utilizing a weighted convex combination such as
the arithmetic crossover:

xchild = ρxparent,1 + (1− ρ)xparent,2, (4.4)

where xparent,i are the values of the respective gene of parent i, ρ is a random value
between 0 and 1 and xchild is the value of the child. The child introduces new values that
diverge from the parents’ values. Other options include the possibility to calculate the
average value of the parental genes or the square-root of their product [279].
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Figure 4.5.: Crossover mechanisms.

Arithmetic is an example of an interpolating crossover. Mechanisms that extrapolate
are also possible. An important example is the simulated binary crossover (SBX). It allows
to simulate a one-point binary crossover, even if other representations than binary are
used [302]. In [303] it was found to be one of the best crossover methods for real coded
presentation. The parental values are rather diverse and the offspring can take on a wide
variety of values and explore the search space at an early stage of the algorithm. Once the
population has largely converged to an optimum, the parental values are similar resulting
in offspring values close to the parental values in order to contract the search space around
the optimum. The SBX entails the calculation of the spread factor $:

$ =

2h
1

%+1 , for h 6 0.5
1

2(1−h)

1
%+1 , for h > 0.5.

(4.5)

h is chosen randomly between 0 and 1 and the recombination parameter % determines
the variation of the children around the parents. A larger % causes children that are more
similar to their parents. The children are then derived depending on the parents values
and the spread factor:

xchild,1 = 0.5xparent,1(1 +$) + 0.5xparent,2(1−$) (4.6)

xchild,2 = 0.5xparent,1(1−$) + 0.5xparent,2(1 +$) (4.7)

4.5.2.3. Mutation

The influence of mutation is more pronounced at later stages of the algorithm, when the
individuals have become increasingly similar and for objective functions with many local
optima. The mutation rate %mut, i.e. the probability of a gene to alter its value, normally
ranges between 0.001 and 0.05 and its setting is more critical than the crossover rate
[279]. To enhance the efficiency and influence the diversity, it may be advisable to apply
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a variable mutation rate. An approach is to implement high values at the beginning to
promote the exploration of the whole problem space and to decrease the value for the
fine-tuning at the end.

Two mutation mechanisms are used in this work, which either add a normally or a
uniformly distributed value to the original value. A normally or Gauss distributed value is
added according to the following equation:

xmutated = xinitial + 1√
2πσ

exp(− 1
2σ2 h), (4.8)

where σ is the standard deviation and h is the arithmetical mean, which is set to zero.
Similarly, a uniformly distributed value between −1 and 1 is added in uniform mutation.
Note that real valued encoding is used in this work. The optimized parameters can take on
values between 0 and 1, which stand for the upper and lower boundary of the parameter
range, respectively. If a parameter is out of range after mutation, it is set to the boundary
value, i.e. 0 or 1.

4.5.2.4. Handling of Constraints Violation

The application of operators such as crossover and mutation entail the production of
infeasible individuals that violate the constraints imposed by the search space. In the
context of power systems, an example of a constraint is voltage band. This trespassing
can be handled in four different ways [279]: The parameters of the operators can be
manipulated in order to obtain only feasible individuals, the affected individuals can be
repaired or discarded and penalty functions can be applied to exacerbate the fitness.

The first three approaches do not allow for any infeasible solutions in the population,
which is not necessarily an advantage. In contrast, this can be a shortcoming, especially for
highly constrained problems. Good solutions are often located close or on the boundary to
infeasible regions and the "tunnelling" through infeasible segments should be encouraged.
Therefore, these approaches are not recommended, because comparatively sound solutions
may be lost as a result of potentially minor constraints violations.

On the other hand, the application of penalty functions allows to search through
infeasible regions. The design of penalty functions, however, is a difficult task. The
preferred method in this work is to allow infeasible individuals in the population. An
algorithm is implemented that ensures that the cost deteriorate with the degree of violations
and are always higher than the cost of the worst individual without violations.

The constraint violations described in Sec. 4.4.2 are ordered according to their
severity: An unstable simulation model is regarded as the worst violation. This is followed
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Figure 4.6.: Constraints Handling.

by violations of eigenvalue constraints. Variable constraint violations, such as power
sharing discrepancies, are considered least severe.

The algorithm for the assignment of penalties is exemplified in Fig. 4.6 and is
implemented as follows: The outcome of the objective function (cost) of the worst
individual without any violations is taken. To this value, the degree of violation of the
least severe constraint violation, i.e. variable constraint, is added to calculate the cost of
individuals that violate the variable constraint only. Next, the highest cost of any individual
that only violates the variable constraint is taken, as calculated before. This value is added
to the degree of violations with the next level of severity, i.e. eigenvalue violations, for
all individuals that violate this constraint. Finally, the highest cost of any individual with
eigenvalue violations, as calculated before, is also assigned to the individuals with unstable
simulation models.

In this way, it is assured that individuals with violations are always assigned higher
cost than those without. Individuals with violations are ordered according to the severity
of their violation type.

4.5.2.5. Niching

Similar to many other optimization techniques, a frequent problem of EAs is the convergence
to local optima. In case few very fit individuals happen to dominate the population, their
improved reproduction opportunities strongly decrease the diversity of the population.
In contrast, slow finishing is not desirable as well. It is the consequence of insufficient
improvement in the offspring when the difference between average and best individuals is
small [279]. The goal of niching methods is to mitigate these effects.
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Another agent named genetic drift [304] reduces the population diversity, similar to
the selection pressure. Here, the reproduction chance is not increased due to better fitness,
but as a result of the stochastic nature of the selection operator. To exemplify this, one
can think of a small population of ten individuals that differ only in one gene, which has
no influence on the fitness. The random nature of the selection will lead to a significant
bias towards one type of individual sooner or later. This bias will become stronger over
time, as the individuals of one type have increased reproduction probabilities on account
of their higher numbers. This self-energizing effect will finally cause the extinction of the
other type. Even if several equal peaks exist, the EA would end up converging to a single
one.

Hence, the inclusion of multiple optima in the search is desirable, even if multi-
objective optimization is not the main goal. Niching methods aim at extending the
standard EA by establishing subpopulations in the vicinity of local and global optima to
explore multiple optima [279].

One approach is to enhance an individual’s fitness value in proportion to its diversity
in comparison to other individuals within the population. This method is called fitness
sharing.

It is also possible to segment the population into disjoint sets, which are referred to
as islands. Each island is a separated EA, although promising individuals may be exchanged
after certain intervals, which are called eras. In this way, the likelihood of few very fit
individuals dominating the whole population is decreased. Each islands may converge to a
different optimum.

Another option is to automatically delete the individual that resembles an offspring
the most from a randomly chosen subset of the population, when this offspring is created.
This is referred to as crowding. In restricted mating, the recombination of dissimilar
individuals is omitted as it is presumed that similar parents produce offspring that resembles
them and mating dissimilar individuals would result in unfit offspring, as it is too disruptive
[279].

4.6. Binary Space Partitioning

4.6.1. Basics

Binary space partitioning (BSP) is used in this work to store and retrieve data of all
the individuals in the history of the EA. This is useful in many ways, as will be detailed
in this section. BSP was originally developed in the context of computer graphics, for
instance to efficiently access spatial information about the objects in a scene [305]. The
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Figure 4.7.: Solution space (left) and root of BSP (right) [309].

implementation in this work resembles a k-dimensional tree [306].
The BSP tree can be used to implement a non-revisiting EA, which omits the

repeated fitness evaluation of identical individuals [307]. Individuals that have already
occurred in a former generation are detected and mutated. This is reasonable if the fitness
evaluation is computationally more intensive than the detection of identical individuals.
Hence, an efficient method to detect and alter recurring individuals is required. The
diversity of the population is also promoted in this way. A recurring individual is mutated
and takes on values close to its initial values, as elaborated below. The BSP tree serves
the purpose of efficiently storing and retrieving individuals in its tree-like structure in order
to detect recurring individuals.

The history driven EA [308] is an advancement of the non-revisiting EA. It is
characterized by an alternative mutation named guided anisotropic search. In this mutation,
individuals are led to nearby local optima. The BSP tree is again helpful here as explained
below.

4.6.2. Implementation

4.6.2.1. Tree Initialization

To provide insight to the implementation of the BSP tree, its structure is exemplified
assuming a two-dimensional solution space with variable A and B. The method may be
transferred to arbitrary number of dimensions.

In the initialization of the tree, the solution space is required and the resolution
must be determined. The resolution is necessary to transfer solutions into integers that
can be processed by the tree. Pertaining to the two-dimensional example, it is assumed
that gene A ranges between 0 and 10 and gene B between 0 and 100. Assuming that
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Figure 4.8.: Solution space (left) and BSP tree with two solutions (right)[309].

gene A has a resolution of 1 and gene B has a resolution of 10, the solution space can
be reduced to 121 solutions instead of an infinite number, as is illustrated in Fig. 4.7.
Each intercept point represents a solution of the optimization problem. The choice of the
resolution is critical for the efficiency of the EA. The lower the impact of the variation of
a gene on the fitness, the larger the resolution is to be set.

4.6.2.2. Adding Solutions

The first solution (4; 50), also denoted as the root, is now added to the tree as depicted
in Fig. 4.7. This solution corresponds to the point (4; 5). From now on, solutions are
specified referring to the resolution of the tree. The solution is assigned the whole solution
space as its subspace.

The next solution to be added is (2; 8). It divides the solution space into two
subspaces as illustrated in Fig. 4.8. The first one ranges between (0 : 10; 0 : 6, 5) and the
second one between (0 : 10; 6.5 : 10).

The separation of the solution space depends on the distance of the solutions in the
dimensions, which are denoted ∆A and ∆B in Fig. 4.8. The dimension with the larger
distance is used for the separation, in this case ∆B. If this results in a boundary that is
located on a grid line, the boundary is placed arbitrarily on one side to unambiguously
determine the subspaces. Two leafs are added to the tree, representing the former solution
of the entire subspace (in this case solution 1) and the newly added (in this case solution
2). They are added so that the left solution in the separating dimension always has the
smaller value.

Another solution (8; 7) is added next as given in Fig. 4.9. At first, its correct place
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Figure 4.9.: Solution space (left) and BSP tree with three solutions (right)[309].
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Figure 4.10.: Solution space (left) and BSP tree with a closed subspace (right)[309].

in the tree must be found. Starting from the root, it is checked whether the new solution
lies within the subspace of the right or the left leaf. This is done until a leaf is encountered
that does not possess further branches, meaning that the new solution is part of this
leaf’s subspace. The new solution is located in the subspace of solution 2 and added as
described. The boundary is located on a grid line and needs to be shifted arbitrarily to the
right (as shown in Fig. 4.9) or the left. Further solutions are added in a similar fashion.

4.6.2.3. Closure of Subspaces

A subspace is declared full (or closed), if all its solutions have been added. To efficiently
detect duplicate solutions, the algorithm remembers which subspaces are closed. A
duplicate solution can then be detected in an upstream leaf, avoiding the search up to the
final leaf. This is depicted in Fig. 4.10, where the solutions 4, 5 and 6 have been added.
The solution 6 closes the subspace of the upstream leaf.
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Figure 4.11.: Mutation with guided anisotropic search [309].

4.6.2.4. Mutation of Duplicate Solutions

If a duplicate solution is detected, it is mutated. In the non-revisiting EA [307], the new
value is located in the smallest upstream subspace that is not closed and contains the
original solution. For instance, if the solution 4 would be added again, it would be mutated
to lie inside the dashed blue subspace at some random empty position as illustrated in Fig.
4.10.

4.6.2.5. Mutation with Guided Anisotropic Search

For the implementation of the guided anisotropic search [308], the leafs are assigned the
result of the objective function for its solution. In Fig. 4.11, a new solution (7) is added
to the example, which is mutated with guided anisotropic search. As a first step, the leaf
with the subspace that contains solution 7 is searched. From this leaf (5), it is proceeded
a number of layers in the upstream direction. The number of layers is set to 2 in this
work. The resulting subspace (3) is denoted the neighbourhood and is marked green in
Fig. 4.11.

Now, the fittest solution within this neighbourhood is identified. It is assumed to be
solution 6 in this example. The mutated value is selected at an arbitrary position between
the original value and solution 6 as marked in Fig. 4.11. The new value is rounded
according to the resolution. If it is a duplicate solution, it is mutated as described in Sec.
4.6.2.4.

4.6.2.6. Diversity of Solutions

Diversity of the individuals within the population decreases the chances to get trapped in
local optima. A measure for the diversity of an individual from BSP tree data is developed
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Figure 4.12.: Diversity of solutions according to the size of their subspace [309].

in this work. The diversity of an individual corresponds to the size of its subspace, relative
to the entire solution space. For example, if the solution space comprises 100 solutions,
and the subspace of the individual contains 15 solutions, its diversity is 0.15.

Fig. 4.12 illustrates the diversity measure for various individuals and their subspaces
for a two-dimensional problem. It is to be mentioned that the purpose of the figure is
to demonstrate the division into subspaces and was not created according to the rules of
the BSP tree. The intention is to showcase and exaggerate the problem described in the
following.

It becomes apparent in Fig.4.12 b.) that the measure for the diversity is not exact.
Individuals may be located at an arbitrary position within their subspace. There is a
chance that two similar solutions are located next to each other, but are assigned a high
diversity due to their extensive subspaces. However, this constellation does not occur very
frequently and the large space towards the other directions justifies the enhanced diversity
of these individuals. They are at least at the border to an unexplored part of the solution
space. In conclusion, the described diversity is not exact, but is accurate enough for the
purpose of the EA.

The incorporation of the diversity in the fitness evaluation is elaborated in the
following. To promote the diversity of the population, a penalty which is inversely
proportional to the diversity is added to the fitness of an individual. As previously
mentioned, the higher the fitness, the worse the individual. The size of subspaces ρss as
described above ranges between 0 and 1. Hence, subtracting the size from 1 is a measure
for the lack of diversity. This measure is then scaled according to the maximum and
minimum cost (objective function outcome) of any individual and multiplied with the
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diversity weighting factor ξdiv:

ηdiv = (1− ρss)(max(cost)−min(cost))ξdiv, (4.9)

where ηdiv is the penalty that is added to the fitness.

4.7. Overview of Implemented Evolutionary Algorithm

A real coded EA is implemented in this work, meaning that the optimized parameters are
represented by real numbers. The values range between 0 and 1, which represent the lower
and upper boundary of the optimization range of a parameter, respectively. For example,
if a parameter is optimized in the range between 12 and 18, it is actually represented by
numbers between 0 and 1 in the algorithm. The encoded value 0.5 would correspond to
the actual value of 15.

The flow chart of the implemented EA is shown in Fig. 4.13. The population can
be separated into islands. Apart from several options for the implementation of the genetic
operators (mutation, crossover and selection), the BSP tree and its features are at the
core of EA. The BSP tree is updated with the result for the objective function of each
individual. All individuals of former generations with their respective objective function
value are stored. With this data, the diversity with respect to the historic progression is
incorporated in the fitness evaluation. The other way in which the BSP tree is utilized is
the mutation with guided anisotropic search as elaborated in Sec. 4.6.2.5. On the one
hand, the guided anisotropic search is used in the mutation block. On the other hand, it
is used when a duplicate individual is detected.

The fitness is calculated incorporating the objective function result Υobj (see Sec.
4.4.1 and 4.8.1), and the penalty for the lack of diversity ηdiv:

Fit = Υobj + ηdiv. (4.10)

Note that the penalty for constraint violations is included in the objective function outcome
Υobj (see Sec. 4.5.2.4 and Sec. 4.4.2).

The mutation variants implemented are Gauss and uniform as described in Sec.
4.5.2.3. The options for crossover from Sec. 4.5.2.2 are one-point, uniform, simulated
binary or arithmetic. Tournament, rank-based, fitness-proportional, stochastic universal
(rank-based or fitness-proportional) selection mechanisms are implemented as explicated
in Sec. 4.5.2.1.
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Figure 4.13.: Flowchart of implemented EA.

4.8. Parametrization

The parametrization of a EA, i.e. the selection of parameters such as the mutation rate
or the type of recombination, is a difficult task [310]. The parameter set has to be
applicable to a large variety of problems and solution spaces that occur in the domain
of DER controller optimization. The proposed EA hinges on numerous parameters that
influence the outcome interdependently. A parallel optimization, i.e. a EA that optimizes
the EA parameters, is not practicable due to the large number of parameters and the
various dependencies. Self-optimization is also not an option in this case. The EA in
this work is designed to converge within a very limited number of fitness evaluations and
self-optimization adjusts too slow.

In conclusion, the only feasible way to select the parameters is by optimizing one
parameter after another. To this end, benchmark optimization problems are used, because
the fitness evaluation would be too costly when applied to practical problems that entail
numeric simulations. As the EA operators depend on chance, the viability of parameter
sets must be evaluated multiple times. To end up with meaningful results, each parameter
set is evaluated 100 times for each benchmark function. The number of fitness evaluations
for each run of the EA is set to 1000. This is a relatively low figure which is attributable
to the fact that the EA is to be optimized for problems where the fitness evaluation is
computationally intensive.
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Figure 4.14.: Benchmark functions

4.8.1. Benchmark Cost Functions

The parameter selection is conducted using the benchmark functions sphere, Rosenbrock
and Rastrigin [311]. They are illustrated in Fig. 4.14 for two dimensions. They are
commonly employed to benchmark optimization algorithms.

The Sphere function is convex and unimodal and is described by

Υobj(xxx) =
d∑
i=1

x2
i , (4.11)

where d is the number of dimensions. Its global minimum is at (0, 0) for the two dimensional
case. The domain is x1/2 ε [−100 100] in this work.

The Rosenbrock function, which is also referred to as the valley function, is unimodal
and the global optimum lies in a narrow, parabolic valley:

Υobj(xxx) =
d−1∑
i=1

100(xi+1 − x2
i )2 + (xi − 1)2. (4.12)

Its global minimum is at (1, 1), assuming d = 2. The domain is x1/2 ε [−29 31] in this
work.

The Rastrigin function is more complex and multimodal with several local minima:

Υobj(xxx) = 10d+
d∑
i=1

x2
i − 10cos(2πxi). (4.13)



114 4.8. Parametrization

Table 4.1.: Optimized parameters for a microgrid with two grid-forming inverter.

Population Size 10
Number of islands 1

Selection Type Proportionate to fitness
Weighting of diversity ξdiv 1

Crossover Mode Arithmetic
Crossover rate %cro 1

Mutation
Type Gauss

Mutation rate %mut 0.05
Standard deviation σ 0.5

The global minimum is at (0, 0) for the two dimensional case. In this work, the domain is
x1/2 ε [−5.12 5.12].

4.8.2. Optimized Parameter Set

As mentioned, due to their large number, it is not possible to optimize all EA parameters
in parallel. Therefore, the parameters are optimized successively. The performance of the
EA is evaluated for the benchmark functions described in Sec. 4.8.1. The parameters
are optimized one after another, while the others are kept constant. At first, the genetic
operators mutation, crossover and selection are optimized. Afterwards, the optimal
population size and number of islands are derived. A detailed description is omitted here,
as this is a rather lengthy process. The reader is referred to [309] for an elaborate depiction
of the process.

The optimized parameters are given in Table 4.1. The population size is relatively
small with only 10 individuals. This is attributable to the low number of fitness evaluations.
The subdivision of the population with such a low number of individuals is not productive,
which is why there is only one island. The optimal selection type is proportionate to fitness
and the weighting of the diversity is 1, meaning that the cost and diversity are equally
weighted in the fitness evaluation. Incorporating the diversity in the fitness evaluation has
a particularly large impact on the performance [309]. This holds for the more complex
benchmark functions Rastrigin and Rosenbrock in particular. Arithmetic crossover is
chosen and the crossover rate %cro = 1, meaning that the chromosomes of all individuals
take part in the crossover. Gauss mutation with a standard deviation σ = 0.15 and a
mutation rate of %mut = 0.05 performs best.

Mutating duplicate individuals improves the outcome. However, using the guided



4.9. Simulation and Optimization Framework 115

anisotropic search for duplicate individuals or as the default mutation mechanism does
not result in any improvements in comparison to Gauss mutation.

4.9. Simulation and Optimization Framework

Having introduced the microgrid model in Sec. 3 and the optimization algorithm in Sec.
4, an overview of the simulation and optimization framework is given in Fig. 4.15, which
is at the core of this work.

The microgrid model comprises the DER and load models including their controllers.
Droop variants and VI are used for the PED and SM and SI is used for DFIG. The
DER and load models exchange data (i.e voltages and currents) with the network model.
Several implementations of the network model are possible, representing simplifications
and differing reference frames. Network topology and line data, such as R/X ratio, are
varied in the simulation scenarios to evaluate the controller parameters and the placement
of the DER.

The time-domain simulation results and linearized simulation snapshots are used
for the evaluation of the area criterion and modal analysis, respectively. The objective
function outcomes, including constraints violations, are used in the EA, which features
various implementations of genetic operators as well as constraints violations handling,
niching and the fitness evaluation of the individuals. Furthermore, the BSP tree forms
part of the EA. It enables the evaluation of the diversity of individuals, the mutation with
guided anisotropic search and prohibits the recurrence of equal individuals.

The selected individuals with the DER controller parameters are passed on to the
microgrid scenario simulation, where multiple simulations may be carried out to test each
individual for various microgrid conditions.
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5. Case Studies

5.1. Introduction

The optimization algorithm from Sec. 4 is applied to the models described in Sec. 3
in this chapter. Aspects that have so far not been addressed in literature on microgrid
small-signal stability optimization, as identified in Sec. 4.3, are investigated.

At first, the test networks are described. Then, the models from Sec. 3 are validated
through comparison with Simulink’s SimPowerSystems toolbox [120].

The performance of the EA introduced in Sec. 4 is compared to a conventional EA
in case study 1. Benchmark functions and a microgrid control parameter optimization
problem are taken as examples.

A sensitivity analysis of PED is carried out in order to identify relevant parameters
for the optimization in case study 2. Grid-forming and grid-supporting droop controlled
PED are regarded and their interaction is investigated.

Case study 3 is the first optimization study. The simultaneous parameter optimiza-
tion of all control parameters that were found to be relevant in the sensitivity analysis,
including potentially influential inner loop parameters and the measurement filter cut-off
frequency is conducted. Conventional droop control in combination with VI is applied and
a small microgrid with two nodes is regarded.

Whereas the previous optimization is carried out for a small microgrid with fixed
parameters, various droop types are later optimized and compared in benchmark scenarios
in case study 4. In these scenarios, line length and R/X ratio are varied in a small
microgrid to take into account varying microgrid conditions. Moreover, the interaction
of PED and SM is analysed. To reduce the complexity of the optimization, the voltage
controller parameters are fixed, using the outcome from the previous study case.

Finally, controller parameters and the location of DER are optimized for the Cigre
LV benchmark microgrid [312] with 38 nodes in case study 5. The results are compared
to the previous benchmark scenarios.

The optimized parameter sets are used to verify PED and network reduction
approaches under realistic conditions in case study 6. Eigenvalues and results of time
domain simulations for reduced models are compared to the original high-order models.
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Figure 5.1.: Small microgrid with two nodes.

Case study 7 is dedicated to the optimization of the SI of wind power plants for
MV microgrids with PED or SM. The combination of SI methods and droop control is
discussed.

In the final case study 8, it is looked at the inaccurate synchronization of microgrids
with the bulk power system and the resultant loadings for the microgrid components.

5.2. Test Systems

5.2.1. Test System 1: Small Two-Node Microgrid

The small microgrid with two nodes from Fig. 5.1 is used in many case studies in this
work. There is a DER and a load at each node. Line length and R/X ratios are varied
in the case studies. The setup captures the main dynamics of more complex microgrid
topologies despite its simple structure. The approach of using small microgrids with two
or three nodes to analyse the controller stability is often found in literature [313, 314, 315,
86, 316, 105, 102, 96, 91, 29, 183].

One benefit of this simple topology is the decreased simulation effort. Furthermore,
the correlation of certain microgrid properties, such as the R/X ratio of lines or their length,
with controller performance is facilitated by a simple structure. In more complex topologies
with various line lengths and R/X ratios, these correlations cannot be represented uniquely.
In addition, the simple topology is suitable to represent worst-case scenarios with either
very long or very short lines. The DER controllers are further challenged by the increased
disruptiveness of load switching compared to larger systems with a number of relatively
smaller loads.

5.2.2. Test System 2: Cigre Benchmark Microgrid

The second test system that is used in this work is the Cigre benchmark LV microgrid
with 38 nodes depicted in Fig. 5.2 [312]. The data of the lines, PV plants and loads are
given in Appendix C. The largest load in the network is load 1 and PV 1 is largest PV
plant in the network. It also contains four DER (nominal powers: Sn,DER1 = 25 kVA,
Sn,DER2 = 40 kVA, Sn,DER3 = 30 kVA, Sn,DER4 = 35 kVA).
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Figure 5.2.: Cigre benchmark LV network [312].
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Figure 5.3.: Voltages alignment of microgrid and external grid with synchrocheck.

5.2.3. Test System 3: Small Two-Node Microgrid with Synchrocheck

To simulate the effects of inaccurate synchronization, the two-node microgrid is equipped
with a synchrocheck that controls the breaker between microgrid and the external grid.
The microgrid with synchrocheck was introduced in in Sec. 3.8 and is shown again in Fig.
5.3 for the sake of clarity.
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Figure 5.4.: Model validation results.

5.3. Model Validation

The network model in the dq0-frame as well as its approximations described in Sec.
3.4 and the model of the SM from Sec. 3.6.4.1 are validated by comparing them to
Simulink’s Simscape power system toolbox [120], which features EMT simulation. The
small microgrid with two nodes from Sec. 5.2.1 is simulated either with two PED or with
one PED and one SM (Sn,DER = 10 kW). The DER Data are given in App. D. The line
length is 100 m and the R/X-ratio is 3.9 (R′L = 0.624 Ω/km, X ′L = 0.16 Ω/km). There
are two static loads (Sn,Load = 10 kW, power factor: 0.95 (ind.)) at each node.

The active and reactive power of DER 1 for the case with two PED are depicted
in Fig. 5.4a.). When load 2 is switched on at t = 0 s, no visible difference is perceived
between the EMT model, the dq0 network model and the first order approximated model
curves. As expected, the phasor approximation leads to slight deviations due to the neglect
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Table 5.1.: Optimized parameters for a microgrid with two grid-forming inverter.
Optimized Conventional

Number of Fitness Evaluations 1000 1000 5000 10000

Sphere
Mean cost 0.0001 0.3209 0.0008 0.0000

Cost variance 0.0002 1.2753 0.0060 0.0000
Optimum found [%] 82.27 53.46 86.99 93.29

Rosenbrock
Mean cost 0.0611 0.3938 0.0110 0.0000

Cost variance 0.2276 0.6138 0.0995 0.0002
Optimum found [%] 57.63 30.41 78.64 89.67

Rastrigin
Mean cost 0.0931 7.9341 6.7453 3.9959

Cost variance 0.2169 10.9869 8.8629 7.2135
Optimum found [%] 36.27 10.43 17.73 19.25

of the network dynamics. When load 1 is switched off, the EMT model differs from the
other simulations due to the delayed breaker opening at the current zero crossing of the
phases. This means that the load disconnection is delayed in the EMT simulation.

Fig. 5.4b.) compares the Simulink built-in SM model to the SM model described
in Sec. 3.6.4.1. The AVR from Sec. 3.6.4.2 and governor from 3.6.4.3 for LV networks
are used for the dq0 as well as the Simulink EMT model. Load 2 is switched on at t = 0 s
and load 1 is turned off at t = 2 s. The curves of the dq0 network model and its phasor
and first order approximations are on top of each other, because the line dynamics do not
affect the slow modes of the SM. They have perceptible deviations from the EMT model.
The causes of the deviations cannot be clearly identified as the exact implementation of
the Simulink built-in SM model is not known. Yet the dynamics are similar.

5.4. Case Study 1: Evolutionary Algorithm Performance

To demonstrate the effectiveness of the proposed EA, its performance is compared to a
conventional EA. By conventional, it is referred to a EA where the parameters from Table
4.1 are used, but features in connection with the BSP tree (mutation of duplicate individuals,
incorporation of the diversity in the fitness evaluation) are not applied. Furthermore,
simulated binary crossover is used instead of arithmetic crossover, which is a choice often
made in literature [303].

The results for the benchmark functions introduced in Sec. 4.8.1 are shown in
Table 5.1. Three parameters are used to evaluate the performance of the two EA types
for 100 runs. The mean cost is the mean difference to the optimum. The cost variance
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and the percentage that finds the global optimum assess the reliability of the EA. The
global optimum is considered to be found, when the cost is smaller than 0.1.

The optimized EA was designed to excel when the number of fitness evaluations is
small, such as 1000. For such a low number of evaluations, the optimized EA performs
significantly better than the conventional EA. It is notable that the likelihood of finding
the optimum is more than three times higher in case of the optimized EA for the most
complicated benchmark function (Rastrigin). The optimum is found at about every third
run (36.27%) and the variance is low, showing that the algorithm reliably detects solutions
in the proximity of the global optimum.

As larger numbers of fitness evaluations are usually applied in the conventional EA,
the results for 5000 and 10000 evaluations are given in Table 5.1. For 5000 evaluations the
results are better than the optimized EA for the simpler benchmark functions (sphere and
Rosenbrock). However, in case of the Rastrigin function, even with 10000 evaluations the
conventional EA’s performance does not come close to the optimized EA. Improvements
between 5000 and 10000 evaluations are minor. This is a sign that the conventional EA
gets trapped in local optima. It highlights the necessity to lead the EA to various optima
by promoting the diversity of the population, which is one of the features of the optimized
EA as described in Sec. 4.6.2.6.

Fig. 5.5 compares the cost of the best individual in the population (logarithmic
scale) for the generations of one run for Rastrigin’s function. Both EAs perform rather
similar during the very first generations. At around generation 30, the conventional EA
gets trapped in a local optimum and subsequently shows hardly any improvement. Due
to the promotion of the diversity in the population, the optimized EA is able to search
several optima and steadily lowers the cost.

Finally, the performance of the EA is demonstrated for a practical control parameter
optimization problem from this work. The problem from Sec. 5.7 (TD, area criterion, all
cases) is taken as an example. It is one of the most demanding optimization problems
in this work. Unlike benchmark functions, this problem is highly constrained and the EA
may not even find a solution without violations.

For 100 runs, the optimized EA finds at least one solution without violations in 96
cases, whereas the conventional EA achieves this only in 87 cases. The average cost are
0.62 for the optimized and 0.79 for the conventional EA.

The EA was designed to generally perform well for low numbers of fitness evaluations.
In the following optimizations, the number of fitness evaluations, i.e. the generations,
are adjusted according to the complexity of the problem. It was sometimes necessary to
increase the number of fitness evaluations to reliably find the optimal solution.
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Figure 5.5.: Cost over the generations for microgrid optimization.

5.5. Case Study 2: Parameter Sensitivity

This section takes a detailed look at the parameter sensitivity of the dominant modes
of grid-forming and grid-supporting droop controlled inverters. In many literature only
a limited number of control parameters is regarded when investigating the stability of
microgrids. It is usually assumed that the droop coefficients are the most influential
parameters [317, 282]1.

5.5.1. Grid-forming Droop Control

5.5.1.1. Definition of Relevant Parameters

As mentioned, a broad scope of parameters is incorporated in the sensitivity analysis. The
inner loops affect the control system stability, which is mainly concerned with harmonic
stability according to the definition of the IEEE Task Force on microgrid stability [65]. The
fast current loop is tuned as described in Sec. 3.6.3.2.1 and does not significantly take
effect on the dominant modes. The voltage controller is slower and may affect the complex
interactions in the cascaded control. Hence, the controller gains kp,v and ki,v and the
feed-forward gain FFv are investigated, although their impact is usually not considered in
literature.

The droop control, with the droop coefficients mω and mv, and the measurement
filter, with the cut-off frequency ωc, pertain to the power supply and balance stability [65].

1The presented sensitivity analysis was conducted by the author of this work.
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Figure 5.6.: Dominant eigenvalues of the microgrid with two grid-forming inverters for
various parameter ranges (parameters increase with marker size).

This is the outermost part of the cascaded control and has a strong impact. However, the
filter cut-off frequency is often regarded as a fixed parameter in literature.

The VI affects the power supply stability as well as the control system stability, as
will be shown. The virtual resistor Rv damps high frequency modes that originate from
the interaction of voltage controllers of parallel DER. The virtual inductor Lv influences
mainly the power sharing.

5.5.1.2. Modal Analysis

Fig. 5.6 depicts the dominant eigenvalues for various parameter ranges for the small two
node microgrid introduced in Sec. 5.2.1 with two grid-forming droop controlled inverters
(Sn,DER = 10 kW) and two pq-loads (Sn,Load = 10 kW, power factor: 0.95 (ind.)). The
line length is 100 m and the R/X ratio is 3.9 (R′L = 0.624 Ω/km, X ′L = 0.16 Ω/km).
Parameter values increase with the marker size. Unless otherwise stated, the parameters
from App. D are used.
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The filter cut-off frequency ωc,GF is varied between 30 and 80 rad/s in Fig. 5.6a.).
The stability margin increases with ωc,GF and the system is very sensitive to this parameter.

The dominant eigenvalues for the variation of the frequency droop coefficient mω

are depicted in Fig. 5.6b.). Eigenvalues move away from the imaginary axis with increased
mω. An oscillatory pair of eigenvalues becomes dominant for large values of mω and the
damping decreases towards larger values.

The voltage droop coefficient mv is varied between 0 and 0.08 pu in Fig. 5.6c.). At
first, the system becomes less stable for increased values, but this effect is then reversed.
In general, the impact is minor.

Regarding the virtual inductance in Fig. 5.6d.), the observed oscillatory pair of
eigenvalues becomes better damped and more stable for larger values. It is interesting to
see that the affected modes have similar time-scales and damping compared to the ones
influenced by the filter cut-off frequency and the droop coefficients.

A lightly damped oscillatory mode close to the y-axis is provoked by low magnitudes
of the virtual resistor in Fig. 5.6e.) and it rapidly becomes more stable with increased values.
Analysis of participation factors reveals that the modes originate from the interaction of
the voltage controllers of the parallel inverters.

In Fig. 5.6f.), the impact of the feed-forward gain FFv is illustrated. Large
values lead to enhanced stability and the system is very sensitive to this parameter. The
time-scales of the modes are similar to the modes affected by the droop coefficients.

The influence of some further parameters and design choices was investigated and
the results are summarized without showing the eigenvalues plots. A minor impact is
attributed to the feed-forward gain of the current controller FFc. Selecting either the set
values v∗c,dq or the measurement values vc,dq for the decoupling in the voltage controller
hardly affects the dynamics. In contrast, using the set value i∗L1,dq for the current controller
decoupling leads to instability. Hence, the measured values iL1,dq should be used. The
choice of the reference angle, which may be selected form one of the PED or as their
average, has a very minor impact.

In conclusion, it does not comply with the complex dynamic interactions of the
system to regard only few influential parameters, such as the droop coefficients. In fact,
FFv or Lv affect similar modes as mω and their impact is more pronounced compared to
mv. The tuning of the PI-controller of the voltage loop and its impact are discussed in
Sec. 3.6.3.2.2.
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Figure 5.7.: Dominant eigenvalues of the microgrid with one grid-forming and one
grid-supporting inverter for various parameter ranges (parameters increase with marker

size).

5.5.2. Grid-Supporting Droop Control

5.5.2.1. Definition of Relevant Parameters

Relevant control parameters are assigned to the stability categories defined in [65]. The fast
current controller is tuned in accordance to Sec. 3.6.3.2.1. Therefore, the only remaining
parameters pertaining to the control system stability are the PI-controller parameters of
the PLL.

The power supply and balance stability is influenced by the droop coefficients and
the filter cut-off frequency.

5.5.2.2. Modal Analysis

The small two node microgrid is investigated again. One PED in an islanded microgrid
must be in grid-forming mode of control to provide the voltage reference. The other
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PED is now controlled with grid-supporting droop control. Unless otherwise stated, the
parameters from App. D are used.

The impact of varying the filter cut-off frequency of the grid-supporting (GS) PED,
while the cut-off frequency of the grid-forming PED is either kept constant or also varied,
is given in Fig. 5.7a.). The dominant eigenvalues are hardly affected and an oscillatory
pair moves away from the imaginary axis.

In the subsequent plots, the droop coefficients of both PED are varied simultaneously.
Stability deteriorates for small mω , whereas the eigenvalues are rather stable for large
magnitudes. The influence of mv is minor. Modes first dissociate from the imaginary axis,
but this trend is then reversed.

Growing values of Lv and Rv slightly aggravate the stability, but the impact of the
VI of the grid-forming PED (there is no VI in grid-supporting control) is much smaller
compared to the case with two grid-forming PED.

Fig. 5.7f.) depicts the influence of settling time of the PLL, which is seen to be
strong. The oscillatory mode moves deep into the stable region when the PLL is tuned
aggressively. These results contrast with the findings in [150], where the influence of
harmonics is incorporated and the impedance method is used. However, harmonics are not
considered in this work which is why aggressive PLL tuning does not lead to instability.
Instead, a fast PLL decreases the response time of the cascaded control.

It becomes apparent that the dominant eigenvalues are less affected by most
parameters. The dynamics are dominated by the settling time of the PLL.

5.6. Case Study 3: Simultaneous Optimization of All Parameters

This section discusses the simultaneous optimization of all control parameters of the
grid-forming and grid-supporting droop controlled inverter that where found to have a
significant impact on the system dynamics according to the sensitivity analysis in Sec. 5.5.
The objective is the area criterion as described in Sec. 4.4.1 and the voltage, frequency
and power sharing constraints as described in 4.4.2 are applied. In addition, the largest
occurring real part of an eigenvalue must be below −5 1/s.

Again the two node microgrid from Sec. 5.2.1 with two PED and two pq-loads is
investigated. The line length is 100 m and the R/X ratio is varied to analyse its impact.
Load 1 is initially connected and load 2 disconnected. At tstep,1 = 1 s, load 2 is switched
on and at tstep,2 = 3 s load 1 is disconnected.
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Table 5.2.: Parameter ranges for the simultaneous optimization.

Par. wc,GF /wc,GS ki,v Lv Rv

Range [15, 75] rad/s [50, 600] 1
Ωs [0, 2] mH [0, 0.4] Ω

Par. mω,GF /mω,GS mv,GF /mv,GS FFv

Range [0.0001, 0.01] pu [0, 0.16] pu [0, 1.2]

5.6.1. Parameter Ranges for Optimizations

The selected parameter ranges for the optimization reflect the outcome of the sensitivity
analysis and are shown in Table 5.2. The upper boundary of the filter cut-off frequency is
set to 75 rad/s to allow for proper filter as elaborated in Sec. 3.6.2.1. The steady-state
frequency deviation is limited to 500 mHz at 1 pu active power deviation by selecting a
maximum frequency droop coefficient mω of 0.01 and mv ranges between 0 and 0.16 pu.
Although it hardly affects the dominant modes, it also influences the steady-state reactive
power sharing.

The VI also takes effect on the steady-state reactive power sharing. The impact
on stability and damping is limited for larger value and the ranges are chosen between 0
and 2 mH and 0.4 Ω. The proportional gain kp,v of the voltage controller is not part of
the optimization and is fixed to 3 Ω−1 to limit harmonic propagation, as described in Sec.
3.6.3.2.2. The voltage controller’s integral gain ranges between 50 and 600 1

Ωs to obtain
a bandwidth between the droop and current controller’s. The feed-forward gain FFv is
limited to 1.2 to restrict harmonic propagation.

5.6.2. Results

To take a closer look at the impact of the line R/X ratio and the cut-off frequency ωc,
the optimizations are carried out for R/X = 7.7 (R′L = 0.642 Ω/km, X ′L = 0.083 Ω/km)
or R/X = 3.9 (R′L = 0.624 Ω/km, X ′L = 0.16 Ω/km) and for the ranges ωc = [15, 75]
or ωc = [15, 30].

5.6.2.1. Grid-Forming Droop Control

Optimized parameter sets of the grid-forming controller are depicted in Table 5.3. The
cut-off frequency is always at its upper boundary to ensure the fast response of the droop
control. Integral gain ki,v tends to be larger when ωc,GF is high, because this also implies



5.6. Case Study 3: Simultaneous Optimization of All Parameters 129

Table 5.3.: Optimized parameters for a microgrid with two grid-forming inverters.
R/X = 7.7,

ωc,GF = [15, 75] rad/s
Par. ωc,GF ki,v Lv Rv mω,GF mv,GF FFv

Val. 75 rad/s 210 1
Ωs

0.68 mH 0.12 Ω 0.005 pu 0 pu 1.04

R/X = 7.7,
ωc,GF = [15, 30] rad/s

Par. ωc,GF ki,v Lv Rv mω,GF mv,GF FFv

Val. 30 rad/s 180 1
Ωs

0.88 mH 0.12 Ω 0.006 pu 0 pu 1.08

R/X = 3.9,
ωc,GF = [15, 75] rad/s

Par. ωc,GF ki,v Lv Rv mω,GF mv,GF FFv

Val. 75 rad/s 200 1
Ωs

0.86 mH 0.1 Ω 0.0055 pu 0 pu 1.04

R/X = 3.9,
ωc,GF = [15, 30] rad/s

Par. ωc,GF ki,v Lv Rv mω,GF mv,GF FFv

Val. 30 rad/s 140 1
Ωs

1.1 mH 0.1 Ω 0.006 pu 0 pu 1.08

Figure 5.8.: Comparison of dominant eigenvalues of grid-forming inverters for optimized
parameter sets.

a faster response of the voltage controller. FFv is slightly above 1 and larger when ωc,GF
is smaller.

Lower values of ωc,GF lead to slightly larger mω,GF . Voltage droop coefficient
mv,GF is always zero which implies that the VI dominates the reactive power sharing.
This outcome is reasonable because there is no measurement filter involved in the VI loop
leading to a fast response. The virtual inductor tends to be larger when R/X is smaller
and the virtual resistor lies around 0.1 Ω or slightly larger.

Fig. 5.8 illustrates the dominant eigenvalues for the optimized parameter sets. The
real part of the eigenvalue pairs is considerably smaller when the cut-off frequency is 75
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Figure 5.9.: Comparison of time-domain simulation results of grid-forming inverters for
optimized parameter sets.

rad/s, independent from the R/X ratio. A lower R/X ratio does not necessarily cause
the system to be more stable. The real parts of the eigenvalues are far away from the
constraint of −5 1/s. It becomes apparent that the power sharing is improved along with
the stability.

Fig. 5.9 compares time-domain simulation results of inverter 1 after load 1 is
disconnected and the the active power of PED 1 decreases from about 1 to 0.5 pu. With
optimized parameter sets, the response is rapid in all scenarios and the alignment with
the steady-state value is fast in particular when ωc,GF and the R/X ratio are large. Note
that time constants of lines become smaller with higher R/X ratios.

The results for the area criterion hardly differ in all scenarios. The area is about
1% larger when ωc,GF = 30 rad/s compared to ωc,GF = 75 rad/s and a larger R/X ratio
decreases the area by about 1% for both cut-off frequencies. The optimized parameters
are more dependent on ωc,GF than on the R/X ratio, because parameters resemble one
another for the same range of ωc,GF .

5.6.2.2. Combination of Grid-forming and Grid-Supporting Droop Control

Simultaneous optimization of grid-supporting and grid-forming droop parameters has not
been carried out in literature yet. Table 5.4 shows the optimized parameter sets.

Although their impact on dominant modes is minor according to sensitivity analysis,
the measurement filter cut-off frequencies ωc,GF and ωc,GS always reach their upper
boundary. The frequency droop coefficient mω is smaller compared to the case with two
grid-forming PED and always takes on a value of 0.002 pu. The voltage coefficient mv,GF
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Table 5.4.: Optimized parameters for a microgrid with two grid-forming inverter.

R/X = 7.7,
ωc,GF = [15, 75] rad/s

Par. ωc,GF /ωc,GS ki,v Lv Rv mω,GF /mω,GS mv,GF /mv,GS FFv

Val. 75/75 rad
s

250 1
Ωs

0.72 mH 0.34 Ω 0.002/0.002 pu 0/0.124 pu 1.12

R/X = 7.7,
ωc,GF = [15, 30] rad/s

Par. ωc,GF /ωc,GS ki,v Lv Rv mω,GF /mω,GS mv,GF /mv,GS FFv

Val. 30/30 rad
s

370 1
Ωs

1.4 mH 0.34 Ω 0.002/0.002 pu 0/0.15 pu 1.16

R/X = 3.9,
ωc,GF = [15, 75] rad/s

Par. ωc,GF /ωc,GS ki,v Lv Rv mω,GF /mω,GS mv,GF /mv,GS FFv

Val. 75/75 rad
s

340 1
Ωs

0.7 mH 0.36 Ω 0.002/0.002 pu 0/0.128 pu 1.16

R/X = 3.9,
ωc,GF = [15, 30] rad/s

Par. ωc,GF /ωc,GS ki,v Lv Rv mω,GF /mω,GS mv,GF /mv,GS FFv

Val. 30/30 rad
s

490 1
Ωs

1.4 mH 0.36 Ω 0.002/0.002 pu 0/0.153 pu 1.08

is again zero, whereas for the grid-supporting device it is either around 0.125 or 0.15
pu, depending on the cut-off frequency. The grid-supporting inverter has no VI and the
reactive power sharing is entirely regulated by mv,GS , which explains the large values.

Smaller cut-off frequencies again lead to a larger virtual inductor, whereas the
resistor is always around 0.35 Ω. The feed-forward gain is around 1.1 or slightly larger.

Similar to the case with two grid-forming PED, the parameter sets resemble one
another for similar ranges of ωc, highlighting the major influence of this parameter. Fig.
5.10 depicts the dominant eigenvalues. The influence of the R/X ratio is again minor
and the impact of ωc is more pronounced. This is also observed in Fig. 5.11, which shows
the active power of the grid-forming inverter after load 2 is connected. The return to
steady-state is quicker with higher cut-off frequencies and the overshoot is generally large.
This is a consequence of the current source characteristic of the grid-supporting controller.
Most of the load is initially taken over by the grid-forming inverter due to its voltage
source behaviour. The grid-supporting PED subsequently reacts to the frequency/voltage
changes of the grid-forming PED. The result of the area criterion is more than two times
larger compared to the case of two grid-forming PED when ωc = 75 rad/s and R/X = 3.9.

Direct comparison of the Fig. 5.10 and 5.8 reveals that the combination of grid
forming inverters provides larger stability margin than in case where a grid supporting
inverter is introduced.
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Figure 5.10.: Comparison of dominant eigenvalues of one grid-forming and one
grid-supporting inverter for optimized parameter sets.

Figure 5.11.: Comparison of time-domain simulation results of one grid-forming and one
grid-supporting inverter for optimized parameter sets.
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5.7. Case Study 4: Benchmark Optimization of Two-Node
Microgrid

5.7.1. Benchmark Test Scenarios

In this section, variants of the grid-forming droop control are optimized and compared
based on benchmark tests. DER are exposed to various conditions in LV microgrids, which
are simulated using benchmark tests. Again, the simple two-node microgrid from Sec.
5.2.1 is used. However, the DER controllers are benchmarked in various scenarios.

To analyse their interaction, the DER at both nodes (Sn = 10 kVA) can either be
two PED or one PED and one SM wit the data given in App. D. The length of the line
is either 30 or 400 m. Long lines aggravate the steady-state power sharing because of
the larger voltage drop, whereas short lines and low impedance between DER affect the
stability [288, 45]. The R/X ratio is set to 3.9 or 7.7, similar as in Sec. 5.6.

Line length and R/X ratios are varied in the benchmark scenarios. This results
in four cases, because there are four combinations of line length and R/X ratio. The
four cases are tested for combinations of two PED or one PED and one SM. Furthermore,
there is a combined scenario named "all cases", where the same control parameters are
tested for the combination of two PED as well as the combination of PED and SM, which
then sums up to eight cases. This scenario benchmarks the control parameter sets for a
large variety of microgrid applications.

To evaluate the transient response and steady-state behaviour of the primary control,
loads in the microgrid are varied every 5 s in four steps. Load 1 (Sn = 10 kVA, power
factor 0.95 inductive) is initially connected and load 2 (Sn = 10 kVA, power factor 0.95
inductive) disconnected. Load 2 is switched on at t = 5 s and the reactive power of load
1 is turned off at t = 10 s. The active power of load 1 is turned off at t = 15 s and at
t = 20 s, the reactive power of load 2 is turned off.

The constraints for active and reactive power sharing and voltage deviations described
in Sec. 4.4.2 are applied again. For the combination of PED and SM, the maximum real
part of any eigenvalue is set to −1 1/s, because the time constants of SM are higher. For
two PED, the maximum is again −5 1/s. Besides the area criterion, the largest occurring
eigenvalue is minimized when SM are present to optimize the stability margin.

To lower the complexity of the optimization problems, some parameters that were
optimized in the previous study case in Sec. 5.6 are assumed to be constant. According
to the optimization in Sec. 5.6.2, the integral gain of the voltage controller ki,v is set
to 200 1

Ωs . The feed-forward gain FFv is set to 1, which is slightly lower than the
optimized values to limit harmonics propagation. ωc is always at its upper boundary in
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Table 5.5.: Parameter ranges for optimization.
Par. mω mv Lv Rv mω,t mv,t

Range [0, 0.016] rad/s [0, 0.16] 1
Ωs [0, 0.15] pu [0, 0.03] pu [0, 1]10−3 pu [0, 1]10−3 pu

Par. φ kp,AV R ki,AV R kp,GOV ki,GOV

Range [0, 90]° [0, 0.16] pu [0, 1.2] pu [0, 10] pu [0, 1200] pu

the optimizations in Sec. 5.6.2. It is set to 60 rad/s, which corresponds to the upper
end of the values found in literature [77]. Higher order filters with even larger cut-off
frequencies remain an open field of research. Only grid-forming droop control is regarded
as this control type is considered superior due to the high overshoot when grid-supporting
control is involved (see Fig. 5.11).

The ranges of the optimized parameters are given in Table 5.5.

5.7.2. Results

5.7.2.1. Optimized Parameter Sets

5.7.2.1.1. Comparison of Droop Variants

Table 5.6 and Table 5.7 depict the parameter sets for optimizations according to
the benchmark scenarios. Three droop variants are considered: The transient droop (TD)
as described in Sec. 3.6.2.3.3, the feed-forward droop (FFD) from Sec. 3.6.2.3.4 and the
virtual frame transformation droop (FTD, Table 5.7) elaborated in Sec. 3.6.2.3.5. Only
grid-forming droop controllers are regarded due to their promising outcome in Sec. 5.6.
Considered scenarios are a microgrid with 2 PED and with one PED & SM, each with
4 cases due to the variation of the R/X ratio and line length. In addition, the former
scenarios are combined (’All cases’) leading to a total of 8 cases for this scenario, i.e. the
parameter set is optimized for 8 simulation cases. The optimization according to the area
criterion is regarded first.

The frequency droop coefficient is close to 0.009 pu in all cases as a result of the
frequency deviation constraint. The 2 PED scenario of the FTD is an exception. The angle
φPED is at 3° which is similar to an inverse droop. As the inverse droop is based on a
high R/X ratio, Rv,PED is very large and Lv,PED is zero. The voltage droop coefficient
mv,PED takes on relatively small values in all scenarios and for all droop types. This
shows again that the voltage should rather be regulated by the VI and not the voltage
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Table 5.6.: Resulting parameter sets for optimization with respect to area criterion or
eigenvalue real parts* for TD and FFD.

TD FFD
2 PED PED & SM All cases 2 PED PED & SM All cases

mω,P ED [pu] 0.0095 0.009/0.008∗ 0.0095 0.0095 0.008/0.0055∗ 0.009
mv,P ED [pu] 0.042 0.008/0.02∗ 0.02 0.014 0.01/0.04∗ 0
Lv,P ED [mH] 1 1/0.4∗ 0.8 1.8 1/1∗ 1.8
Rv,P ED [Ω] 0.16 0.64/0.88∗ 0.52 0.12 0.48/0.4∗ 0.6

mω,t,P ED [10−3 pu] 0.13 0.06/0.12∗ 0.09 - - -
mv,t,P ED [10−3 pu] 0.5 0.4/0.36∗ 0.48 - - -
mω,ff,P ED [pu] - - - 0.031 0.027/0.026∗ 0.015
mω,SM [pu] - 0.0095/0.008∗ 0.0095 - 0.008/0.005∗ 0.009
mv,SM [pu] - 0.1/0.06∗ 0.152 - 0.124/0.076∗ 0.16
Lv,SM [mH] - 0.2/1.8∗ 1.8 - 1/1.4∗ 2
Rv,SM [Ω] - 0.52/0.8∗ 0.24 - 0.28/0.12∗ 0.24
φSM [°] - 84/75∗ 75 - 78/75∗ 75

kp,AV R [pu] - 0.14/0.06∗ 0.16 - 0.2/0.06∗ 0.18
ki,AV R [pu] - 0.18/0.12∗ 0.2 - 0.22/0.12∗ 0.22
kp,GOV [pu] - 2.8/2∗ 2.8 - 5/1.6∗ 6.2
ki,GOV [pu] - 240/260∗ 220 - 280/200∗ 280
Average area 0.0203 1.1747 0.5920 0.0205 1.1811 0.5947

Max(Re(eigenvalues))* [1/s] - −2.0072∗ - - −1.9620∗ -

droop coefficient. The virtual inductor Lv,PED takes on values between around 1 to 2
mH and Rv,PED is usually about 0.5 Ω. Rv,PED is lower in case of two PED. The FTD
is an exception as mentioned.

The values of the transient droop coefficients mω,t,PED and mv,t,PED are around
0.1 · 10−3 and 0.5 · 10−3 pu, respectively. The feed-forward gain tends to be larger for the
two PED scenario. The angle φPED of the FTD is low in case of two PED, as mentioned.
In the other scenarios, it is 90° which makes it equivalent to the conventional droop.

Regarding the SM, droop coefficient mω,SM is in the same range as mω,PED. On
the other hand, mv,SM is much larger than mv,PED. Higher droop coefficients entail
a more rapid response of the slow SM system. The virtual inductance Lv,SM normally
ranges between 1 and 2 mH, but can also be much smaller. The virtual resistor Rv,SM is
smaller compared to the PED and lies between 0.24 and 0.52 Ω.

The ranges of the proportional gain of the AVR kp,AV R and ki,AV R are narrow and
go from 0.14 to 0.28 and from 0.18 to 0.32, respectively. The variation of the governor
proportional gain kp,GOV is rather large and ranges between 2.8 and 6.4, whereas there is
little variation in the integral gain ki,GOV .

Except for scenario with two PED, where the FTD is advantageous, the average
result of the area criterion of the simulated cases is the lowest for the transient droop.
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Table 5.7.: Resulting parameter sets for optimization with respect to area criterion or
eigenvalue real parts* for FTD.

FTD
2 PED PED & SM All cases

mω,PED [pu] 0.015 0.008/0.0055∗ 0.009
mv,PED [pu] 0 0.016/0.042∗ 0.004
Lv,PED [mH] 0 0.4/0.7∗ 1.7
Rv,PED [Ω] 1.2 0.38/0.08∗ 0.56
δPED [°] 3 90/69∗ 90

mω,SM [pu] - 0.008/0.0045∗ 0.009
mv,SM [pu] - 0.108/0.064∗ 0.148
Lv,SM [mH] - 0/0.8∗ 1
Rv,SM [Ω] - 0.24/0.16∗ 0.4
φSM [°] - 81/84∗ 78

kp,AV R [pu] - 0.28/0.08∗ 0.16
ki,AV R [pu] - 0.32/0.16∗ 0.18
kp,GOV [pu] - 6.4/2.6∗ 4.4
ki,GOV [pu] - 300/280∗ 240
Average area 0.0199 1.1873 0.5988

Max(Re(eigenvalues))* [1/s] - −2.0009∗ -

When SM are present, the area is increased considerably. Comparing the three droop
types, the outcome for the areas hardly differ and their performance is rather similar.

The optimized parameter sets for the minimization of the maximum occurring
eigenvalue real part for the microgrid with PED & SM are also given in Table 5.6 and
Table 5.7. It is reasonable to optimize with respect to eigenvalues here, because the
stability margin is lower when SM are present.

Both for PED and SM, the values of mω are decreased in comparison to the area
criterion optimization. For the SM, mv is decreased whereas the virtual inductor Lv,SM
is increased. The advantages of the FTD are exploited by setting the angle φ of the PED
to 69°. The GOV and AVR are tuned less aggressively. Maximum eigenvalue real parts
are similar for the droop types, but slightly increased for the FFD.

5.7.2.1.2. Frame Transformation Droop
The FTD can adjust the droop control to network conditions, such as the angle of the
network impedance, either online or offline. Therefore, it is a promising approach for
various microgrid topologies and a closer look is taken at each case when optimized
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Table 5.8.: Optimized parameter sets for the FTD optimization.
2 PED

length = 30 m length = 400 m
R/X = 7.7 R/X = 3.9 R/X = 7.7 R/X = 3.9

mω,PED [pu] 0.0085 0.009 0.015 0.015
mv,PED [pu] 0 0 0 0
Lv,PED [mH] 0 0 0 0
Rv,PED [Ω] 0.56 0.58 1.24 1.24
δPED [°] 9 3 3 3
Area 0.0183 0.0183 0.0210 0.0211

PED & SM
30 m 400 m

R/X = 7.7 R/X = 3.9 R/X = 7.7 R/X = 3.9
mω,PED [pu] 0.009 0.009 0.008 0.01
mv,PED [pu] 0.004 0 0.014 0
Lv,PED [mH] 0.5 0.4 0 0.9
Rv,PED [Ω] 0.52 0.36 0.4 0.64
φPED [°] 90 90 90 87
mω,SM [pu] 0.0095 0.0095 0.008 0.0095
mv,SM [pu] 0.072 0.044 0.104 0.144
Lv,SM [mH] 0 0 0 0.6
Rv,SM [Ω] 0.4 0.32 0.18 0.16
φSM [°] 84 84 81 84

kp,AV R [pu] 0.24 0.28 0.24 0.16
ki,AV R [pu] 0.26 0.34 0.28 0.18
kp,GOV [pu] 6.8 7 8 6.8
ki,GOV [pu] 280 280 300 260

Area 1.1026 1.1089 1.1096 1.1080

with respect to the area criterion. Table 5.8 shows the results of the optimization for a
microgrid with two PED or with one PED and one SM. A certain line length and R/X
ratio is regarded in each case.

Similar to the optimizations in the previous section, the droop coefficient mω,PED

is around 0.009 when the line length is 30 m for cases where two PED are present. It
increases to 0.015 pu for longer line lengths.

Droop coefficient mv,PED and virtual inductor Lv,PED are zero, independent from
the line length. The virtual resistance Rv,PED strongly depends on the line length and
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Figure 5.12.: Response to load step.

increase for longer lines. Inverse droop characteristics are observed due too the low angle
φPED. The area hardly depends on the R/X ratio, but is smaller for shorter lines.

Droop coefficient mω,PED is again around 0.009 and mv,PED is relatively small in
all cases for a microgrid with one PED and one SM. The virtual resistor Rv,PED is close
to 0.5 Ω and Lv,PED is always below 1 mH. The angle φPED takes on values at or close
to 90°.

Similar to the PED, mω,SM is also at around 0.009. Particularly for longer lines,
mv,SM is significantly larger than mv,PED. Rv,SM and Lv,SM are relatively small.
Governor and AVR have similar controller parameters as in the optimizations of the
previous section. The areas are smaller compared to the average areas of similar scenarios
in Sec. 5.7.2.1.1.

5.7.2.2. Time Domain Simulation

Fig. 5.12 depicts the response to the connection of load 2 at t = 5 s for 2 PED and PED
& SM (line length = 400 m, R/X = 7.7), when the area criterion is the optimization
criterion for the parameter sets (see Table 5.7).

It is interesting to observe that for the FTD in Fig. 5.12a.), the reactive power is
accurately shared at steady-state (t < 5 s) as the frequency is a global variable, whereas
active power sharing is inaccurate. This follows from the inverse droop characteristics. All
droop variants quickly align with their steady-state value within only about two cycles,
whereas the FTD exhibits a very smooth and overdamped behaviour.
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Figure 5.13.: Dominant eigenvalues when optimized according to area criterion or
eigenvalue real part.

Due to the larger time constants of SM, the time-scale for PED & SM in Fig.
5.12b.) is much larger. The PED initially takes on a larger share of the load because of
its voltage source characteristics and its location at the same node as the switched load.
Hence, it is overloaded following the load step. The steady-state is reached after about 2
s. The observed difference between the droop variants are minor again.

5.7.2.3. Dominant Eigenvalues

The dominant eigenvalues for the cases simulated in Fig. 5.13 (only the line length is
reduced to 30 m which impairs the stability) are illustrated in Fig. 5.13. The eigenvalues
are located far inside the left half-plane in Fig. 5.13a.), pertaining to the scenario with
2 PED. The FTD has the largest eigenvalue real part. On the other hand, it performed
best in power sharing according to the area criterion. Hence, eigenvalue and area criterion
optimization are not necessarily coherent. The virtual resistor Rv,PED is varied between 1
and 0.2 Ω (larger circles imply lower resistance) to highlight its influence. An oscillatory
mode occurs that moves towards the unstable region quickly. When a PED and a SM is
present, eigenvalues are much closer to the imaginary axis. Oscillatory modes are observed
for all droop variants. When optimized with respect to area criterion, the damping ratio is
the lowest for FTD and the largest for the TD. When optimized according to eigenvalue
real part, dominant modes are at around 2 1/s. Furthermore, the damping is improved for
all droop types.
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5.8. Case Study 5: Optimization of Cigre Benchmark Microgrid

5.8.1. Benchmark Test Scenarios

In this section, it is looked at the Cigre benchmark LV microgrid introduced in Sec. 5.2.2.
It contains four DER which are optimized in this section. DER data are given in App. D.

The parameters are optimized for scenarios where all the DER are grid-forming PED
or where one DER is a SM. When there are only PED, a high load and a high PV case is
incorporated, i.e. two simulations are evaluated in the objective function. For scenarios
where there is one SM, only the high load case is analysed, because it is unrealistic that a
SM is connected when the PV generation exceeds the load in the microgrid in the high PV
case. Four load/generation steps are simulated, which represent worst case fluctuations.
At first, the largest PV plant in the microgrid (PV 1) is disconnected and then reconnected
again. Afterwards, the largest load (load 1) is switched off and on again.

In the case where one DER is a SM, not only the controller parameters are optimized,
but also the placement of the SM. This means that either of the four DER can be the
SM, whereas the other three are PED. The analysed droop variants are the TD and the
FTD due to their promising performance in Sec. 5.7. Moreover, the original droop (OD)
without any controller design enhancements (also no VI) is investigated. The same set
of controller parameters is applied to all PED in the microgrid. Furthermore, the same
constraints as for the optimization of the small microgrid in Sec. 5.7 are applied. The
ranges of the optimized parameters are given in Table 5.5.

5.8.2. Results

5.8.2.1. Optimized Parameter Sets

The optimized parameter sets and the results for the optimization criteria are given in
Table 5.9. Besides the average area and maximum eigenvalue real parts resulting from the
optimized parameter sets of this section, also the outcome using the parameter sets from
the benchmark optimization of Sec. 5.7 is shown.

The droop coefficients mω,PED and mω,SM are again around 0.01 or slightly larger.
Hence, maximum possible values that do not violate the frequency deviation constraint
are preferable. An exception is the OD scenario with 4 PED where the value is smaller
because the system tends to become unstable for higher values. Reactive power droop
coefficients tend to be larger compared to the small microgrid in Sec. 5.7. The OD is an
exception with a small value. The cut-off frequency is shown for all droop types, although
it was only optimized for the OD, because setting it to 60 rad/s leads to an unstable



5.8. Case Study 5: Optimization of Cigre Benchmark Microgrid 141

Table 5.9.: Parameter sets for optimization with respect to area criterion or eigenvalue
real parts* and comparison of results using parameters from Sec. 5.7+.

TD FTD OD
4 PED 3 PED & SM 4 PED 3 PED & SM 4 PED 3 PED & SM

mω,P ED [pu] 0.011 0.0105/0.01∗ 0.013 0.0115/0.013∗ 0.0025 0.012/0.009∗

mv,P ED [pu] 0.096 0.038/0.035∗ 0.03 0.083/0.0255∗ 0.0047 0.061/0.069∗

ωc [rad/s] 60 60 60 60 15 12/9∗

Lv,P ED [pu] 0.1319 0.088/0.0565∗ 0.1319 0.0848/0.0157∗ - -
Rv,P ED [pu] 0.015 0.016/0.014∗ 0.019 0.02/0.012∗ - -

mω,t,P ED [10−3 pu] 0.71 0.71/0.41∗ - - - -
mv,t,P ED [10−3 pu] 0.28 0.5/0.24∗ - - - -

φP ED [°] - - 42 90/84∗ - -
mω,SM [pu] - 0.0135/0.0095∗ - 0.013/0.011∗ - 0.0135/0.0095∗

mv,SM [pu] - 0.1185/0.0475∗ - 0.1085/0.0255∗ - 0.1165/0.0915∗

Lv,SM [pu] - 0.0126/0.11∗ - 0.0314/0.0377∗ - 0.0063/0∗

Rv,SM [Ω] - 0.0138/0.0104∗ - 0.016/0.015∗ - 0.0048/0∗

φSM [°] - 90/87∗ - 90/87∗ - 90/90∗

kp,AV R [pu] - 0.4/0.3∗ - 0.48/0.3∗ - 0.54/0.16∗

ki,AV R [pu] - 0.56/0.64∗ - 0.56/0.66∗ - 0.7/0.32∗

kp,GOV [pu] - 7.8/8∗ - 8/9∗ - 6.2/7.6∗

ki,GOV [pu] - 700/840∗ - 840/660∗ - 580/640∗

Average area 0.078 1.0583 0.0677 1.0856 0.6668 1.4594
Average area+ 0.13+ 2.8669+ 0.0768+ 2.7339 - -

Max(Re(eig.))* [1/s] - −2.1993∗ - −2.244∗ - −2.1296
Max(Re(eig.))*+ [1/s] - −0.8336∗+ - −0.5262∗+ - -

system here. The outcome between 9 and 15 1/s makes the OD slow to react.
The virtual inductor Lv,PED tends to be larger compared to the small microgrid

(note that the values are given in pu because of the differing nominal power of the DER).
mv,SM is again smaller, when optimized with respect to eigenvalue real part. In case of 4
PED, the angle φPED is at 42°, unlike the small microgrid, where it is 3°. An explanation
is that the main feeder lines in the microgrid (lines between node 1 and 10 and between 1
and 27) have a relatively low R/X ratio. For the SM, angle φSM is always close to 90°.
AVR and GOV are tuned significantly more aggressively compared to the small microgrid.
This is a consequence of the lower proportion of SM in the microgrid. It enables stability
to be maintained due to the stabilizing effect of the high share of grid-forming PED even
with a very aggressive tuning.

As mentioned, the algorithm also optimizes the position of the SM. In all scenarios
with SM, it is placed at node 12. This is the ideal place for the SM, because it is close
to the load and generation fluctuations of Load 1 and PV 1, respectively. Grid-forming
PED initially take on a larger share of the load because their voltage source behaviour is
more pronounced compared to the SM. This is mitigated by placing the SM close to the
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Figure 5.14.: Response to load step (+parameters from Sec. 5.7).

fluctuation and where it takes a higher share.
The outcome for the optimization criteria is distinctly better when the parameters

from the optimization in this section are used compared to the parameter sets from the
benchmark scenarios in Sec. 5.7 as seen in Table 5.9. The average area is about 2-3 times
larger when parameters from the small microgrid optimization are used. An exception
is the scenario with 4 PED of the FTD, where the areas are similar. Pertaining to the
eigenvalue optimization, however, parameter sets from Sec. 5.7 for FTD strongly decrease
the stability margin.

The OD was not regarded in Sec. 5.7. In comparison to the other droop types, OD
always performs worse. Especially for the 4 PED scenario, the area is tremendously larger.
When the SM is present, differences to other droop types become less distinct.

In conclusion, the parameter sets found in the benchmark optimization of the small,
two-node microgrid cannot simply be transferred to this larger microgrid. This holds
for microgrids with SM in particular, where the proportion of SM among all DER has a
strong impact and AVR and GOV can be tuned more aggressively when the share of SM
is low. On the other hand, the parameter sets from the small microgrid do not violate any
constraints. The OD yields poor results especially when only PED are connected, which
again corroborates the positive impact of the VI.
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Figure 5.15.: Dominant eigenvalues when optimized according to area criterion or
eigenvalue real part (+parameters from Sec. 5.7).

5.8.2.2. Time Domain Simulation

The outcome of time-domain simulations for the active power of PED/SM 1 at node 12
is presented in Fig. 5.14 for the scenarios with 4 PED or with 3 PED and SM, when
optimized with regard to area criterion. The OD is not considered due to the poor outcome
and extensive oscillation.

In case of 4 PED, the settling time is prolonged compared to the small microgrid
with 2 PED (Fig. 5.12a.)) for all droop types and parameter sets. The discrepancy
between using the parameter sets from the large and small microgrid optimization is
minor for the FTD, but very distinctive for the TD. Here, an additional higher frequency
oscillation is observed.

Regarding the scenario with 3 PED and SM, the settling time is significantly lower
using the parameter sets from the large microgrid optimization, particularly for the TD.
However, it is still longer compared to the small microgrid (Fig. 5.12b.)). High frequency
oscillations due to the aggressive tuning of the AVR are seen. On the other hand, when
using the parameters from Sec. 5.7, an almost first order behaviour is observed.

5.8.2.3. Dominant Eigenvalues

The dominant eigenvalues for the scenarios are given in Fig. 5.15. When only PED are
present, eigenvalues generally tend to be closer to the imaginary axis compared to the
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outcome for the small microgrid in Fig. 5.13. FTD is more stable and less oscillatory
compared to TD. A pair of high frequency (ca. 220 rad/s) oscillatory modes occurs for the
TD, when using the parameter sets from the small microgrid optimization. From analysis
of participation factors, it is concluded that the pair originates from voltage controller
interaction. The low damping is a consequence of the low value for the virtual resistor, as
seen in Table 5.6 (0.16 Ω, i.e. 0.01 pu). A larger number of PED in a microgrid seems
to aggravate the damping and the interaction of their voltage controllers. Nonetheless,
eigenvalues are still well inside the left half pane.

Regarding the scenario with a SM, the results for the optimization towards area
criterion and with respect to eigenvalue are shown. The least stable eigenvalues occur
when the parameter sets from Sec. 5.7 are used. It is interesting that optimizing with
respect to eigenvalues does not result in lower real parts compared to optimizing according
to the area for the parameters from Sec. 5.7. On the other hand, modes are well damped
conforming with the observed first order behaviour in Fig. 5.14b.).

Deploying the parameters from the large grid optimization, differences between
the droop types are small. The largest real parts are below −2 1/s when optimized with
respect to eigenvalues. The damping ratio of the oscillatory modes is about 50% when
optimized towards eigenvalues and 29% when optimized towards area criterion.

5.9. Case Study 6: Model Order Reduction

Model order reduction approaches from literature and those proposed in this work are
analysed and validated in this section. The optimized control parameters from Sec. 5.6
are used to test the simplifications under realistic parameter conditions.

5.9.1. Grid-Forming Droop Control

The simple two-node microgrid introduced in Sec. 5.2.1 is again used. The line length
is 100 m and the R/X ratio is 3.9 (R′L = 0.624 Ω/km, X ′L = 0.16 Ω/km). Fig. 5.16
compares the dominant eigenvalues for grid-forming droop controlled inverters for cut-off
frequencies of ωc,GF = 75 or ωc,GF = 30 rad/s. In comparison to the original model,
the outcome is hardly affected when the current loop is approximated by a first order
lag (’CL≈PT1’). The damping is slightly increased when neglecting the current loop
entirely (’no CL’). A tangible difference is seen when not considering the inner loops at all
(’no IL’). The cascaded control is slowed down when ωc,GF is smaller and the impact of
the dynamics of the inner loops is less pronounced. As a consequence, the deviations of
eigenvalues are smaller for ωc,GF = 30 rad/s.
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Figure 5.16.: Comparison of dominant eigenvalues of two grid-forming inverters for model
simplifications.

Figure 5.17.: Comparison of time domain simulation results of two grid-forming inverters
for model simplifications.

Eigenvalues are generally close to the original model for network simplifications.
This holds for the first-order Taylor approximation in particular. The time constants of
the line dynamics are small due to the high R/X ratio in LV networks and there is little
interference with the dominant modes of cascaded PED control.

Additionally, the dominant modes of the original model with a feed-forward gain
FFv of 0.7, which is a value often seen in literature and which limits the propagation
of harmonics [76] in comparison to larger values, are shown in Fig. 5.16. The impact is
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Figure 5.18.: Comparison of dominant eigenvalues for grid-forming inverters for model
simplifications and wc = 30 rad/s.

tremendous and the system becomes less stable. Neglecting the inner loops entirely is
an unacceptable approximation here, because the model is then independent from FFv.
Therefore, the validity of this approximation is very sensitive towards control parameter
variations and only holds for the optimized parameter set.

Fig. 5.17 illustrates the active power of PED 1 in time domain simulations after a
load disconnection. For network simplifications in particular and also when the current
loop is approximated by a first order lag, deviations from the original model are minor.
In contrast, deviations are significant when the current loop or the entire inner loops are
omitted. A very different outcome is observed when varying FFv. In conclusion, the
neglect of the voltage controller is an oversimplification in general.

In Sec. 3.6.3.2.3, a model reduction approach that preserves the dynamics of
the voltage controller (and the impact of FFv) is introduced. Furthermore, topology
transformations that reduce the largest occurring time constants of simplified elements are
proposed. These approaches are validated in the following, using the microgrid introduced
in Fig. 3.18.

Fig. 5.18 illustrates the dominant eigenvalues for ωc = 30 rad/s and FFv is varied
between 0 and 1.2. Again, neglecting the current loop (’No CL’) leads to slight deviations
from the original model. Additionally approximating the filter capacitor Cf with a phasor
model and the grid-side inductor by a first-order Taylor model does not significantly
increase the difference to the original model.

On the other hand, using the phasor approximation for the network leads to
considerably larger deviations. The proposed network transformation from Sec. 3.6.3.2.3
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Figure 5.19.: Comparison of dominant eigenvalues for grid-forming inverters for model
simplifications and wc = 75 rad/s.

Figure 5.20.: Comparison of time domain simulations for grid-forming inverters for model
simplifications with ωc = 75 rad/s and FFv = 0.2.

can alleviate this to some extent, particularly for low values of FFv. It is again observed
that neglecting the inner loops only approximated the model well when FFv is around
unity (the pair of eigenvalues has a real part of around 14 1/s).

Similar analysis is carried out in Fig. 5.19, except that the cut-off frequency of the
power filter is increased to 75 rad/s. The previous observations are generally confirmed,
although deviations from the original model are a bit larger. This is attributed to the
closer time scales of the cascaded control.

Finally, the active power of PED 1 when load 1 is connected at t = 3 s is depicted
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Figure 5.21.: Comparison of dominant eigenvalues of one grid-forming and one
grid-supporting inverter for model simplifications.

in Fig. 5.20. The deviation is the largest when the inner loops are entirely neglected. All
other models preserve the voltage controller and are close to the original model, although
some deviations are observed in the period directly after the load connection. These are
attributable not only to the dominant, but also to faster modes.

In summary, it is concluded that the proposed reduced order model which preserves
the voltage controller and uses a phasor and first-order Taylor approximation for Cf and
L2, respectively, approximates the original model well. The network transformation can
slightly improve the phasor approximation of L2 and can be used when the first-order
approximation is not available due to software restrictions.

5.9.2. Grid-Supporting Droop Control

The outcome of the dominant modes for the case of one grid-forming and one grid-
supporting inverter is given in Fig. 5.21. The small microgrid from Sec. 5.2.1 is used. No
simplifications are applied to the grid-forming inverter.

Modes are slightly shifted to the right when approximating the current loop by a
first order lag (’CL≈PT1’). Interestingly, the accuracy is not significantly deteriorated
when the whole LCL filter is neglected, i.e. modelling the PED as a simple current source
with a first order lag. The simplifications lead to a conservative stability assessment.
Network simplifications with Taylor or phasor approximations do not significantly alter the
eigenvalues.
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Figure 5.22.: Comparison time domain simulation results of one grid-forming and one
grid-supporting inverter for model simplifications.

Fig. 5.22 illustrates the time-domain simulation results of the grid-forming controller
for a load step at t = 1. In general, the original model is well approximated by all models
and small deviations are observed for simplifications of the current loop and when a simple
current source is used.

These results corroborate that the impact of the current loop and network dynamics
is minor and dominant modes primarily depend in the PLL dynamics.

5.10. Case Study 7: Optimization of Synthetic Inertia for Wind
Power Plants

The optimization of SI methods for wind power plants is covered in this section. At first,
the objectives and constraints are defined as they differ from the previous optimizations.
This is necessary due to the DFIG control, which is not grid-forming, but reacts to
frequency fluctuations by providing SI [318, 258]2.

5.10.1. Objectives

Inverters and SM exhibit different dynamic behaviours during load fluctuations due to the
differing time scales of their response. This also results in differing optimization objectives.
During a load increase in the microgrid, SM initially provide active power through the rotor
inertia which causes a significant drop in angular speed. After a few hundred milliseconds,

2The presented SI optimization was conducted by the author of this work.
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the control of the governor becomes dominant and caters for the frequency recovery until
a stable operating point is reached. On the other hand, the dynamics of PED are to
a large extent dominated by the controller. Their dynamic response is quick to avoid
overloading and potential damage of power electronics. Consequently, the frequency dip is
less pronounced in a microgrid dominated by PED.

The optimization objectives are explicated referring to the Figures in Section 5.10.4.
The differing dynamic behaviours are depicted in Fig. 5.23 and 5.24, where the active
power of the wind turbine and the frequency in the microgrid during a load step are
illustrated for various controller parameters. Whereas in the SM case in Fig. 5.24, there
is a large frequency drop, referred to as frequency nadir [60], the frequency is rather
smooth in the PED case in Fig. 5.23. The goal of the optimization in the PED case is
to provide frequency support during the time span of 500 ms after the load step, which
is marked in the figure. During this period, the DFIG should relieve the PED loading.
Hence, the objective is to limit the frequency drop, which is a measure of the PED loading
according to the droop characteristic. This optimization criterion can be formulated as
the maximization of the minimum occurring frequency as follows:

max
(
min

(
f(t)

))
for tstep 6 t 6 tstep + 0.5 s, (5.1)

where f(t) is the frequency in the microgrid and tstep is the time when the load step
occurs.

On the other hand, a pronounced frequency drop is observed in case of a SM in Fig.
5.24. Here, the optimization objective is to limit the nadir. Therefore, the optimization
criterion can be formulated similar to (5.1), but for the entire time span after the load
jump:

max
(
min

(
f(t)

))
for tstep 6 t 6∞. (5.2)

It is noted that the optimization criterion is not as straightforward in case of the PED
compared to the SM. The nadir is a criterion that has been used for a long time in stability
studies involving traditional power systems dominated by SM. Having said that, no such
criterion exists for inverter dominated power systems. In this work, the considered time
span is limited to 500 ms after the load jump in case of the PED. This is the critical
interval where active power should be provided by the SI method to limit the transients
and where rate of change of frequency relays may be triggered. However, the slow modes
introduced by the SI control may cause the frequency to drop below the steady state value
later, as is observed in Fig. 5.23.
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5.10.2. Constraints

Controllers tuned with respect to a good transient response can introduce lightly damped
modes to the system. Therefore, a constraint of the optimization is that the frequency
must stay within a corridor around the steady state from 4s after the load step onwards.
The deviation is limited to +/ − 5% of the total frequency change as depicted in Fig.
5.23, or with regard to the nadir in Fig. 5.24.

5.10.3. Parameter Ranges

The optimized parameters are the proportional factor of the frequency gradient SI kSI and
the proportional and integral gain of the slow PLL kp,PLL and ki,PLL. The parameter
ranges are given in Table 5.10.

Table 5.10.: Ranges of optimized parameters.
Parameter kSI kp,PLL ki,PLL
Range [1, 100] [0.1, 30] [0.1, 30]

5.10.4. Time Domain Simulation

This Section covers the results of time domain simulations for optimized controller
parameters for the microgrid with two nodes from Sec. 5.2.1 with a nominal voltage of 20
kV. At the first node, static load 1 and either a PED or a SM are connected. The DFIG
and static load 2 are connected to the second node. Although the microgrid consists of
only two nodes, conclusions for the dynamics of larger microgrids can be drawn. The data
of the microgrid and the components are given in Appendix E.

The PED and SM always utilize grid-forming droop control (original droop without
VI), whereas the DFIG is either droop controlled (grid-supporting) or simple PQ-control.
The following figures illustrate the active power of the DFIG and the microgrid frequency
when load 2 is connected at t = 1 s. The controller parameters are optimized separately
for each case.

5.10.4.1. DFIG with Battery storage system

The results for a combination of PED and DFIG without droop control are shown in Fig.
5.23a.). The apparent power of the DFIG hardly changes when the SI is turned off and
the frequency drops to almost its steady state value. When the DFIG provides frequency
gradient SI (df/dt), its active power rises almost instantly when the load changes and
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Figure 5.23.: Active power of DFIG and microgrid frequency when combined with a
grid-forming inverter. a.) DFIG without droop control, b.) DFIG with grid-supporting

droop control

lasts until about t = 3s. The frequency drop after 500 ms is 97.6 % of the steady state
value.

Providing SI with a slow PLL results in an active power that peaks at around
t = 2.4s and the introduction of a low frequency mode. The frequency drop in the relevant
time span is similar to the df/dt case with 97.5 % of the steady state value.

When the slow PLL is combined with the df/dt SI, the instant active power increase
is similar to the df/dt case, but is more sustained. The frequency drop is 95.2 %. Another
case is added to Fig. 5.23 a.), where a non optimal parameter set was used for the PLL.
When this very slow PLL is used in connection with df/dt SI, the systems shows extensive
oscillations. The constraint of the frequency corridor is violated and the frequency drop
is 95.1 % after 500 ms, which is only insignificantly smaller than in the former case.
This confirms the ability of the optimization algorithm to find optimal solutions without
violating constraints.

Fig. 5.23 b.) illustrates the simulation outcome for a microgrid with PED and
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DFIG with activated droop control. When no SI is provided by the DFIG, the active power
rises slowly as a reaction to the filtered frequency measurement in accordance to the
grid-supporting droop in equation (3.53). The frequency drops slightly below its steady
state value. With df/dt SI as well as with a slow PLL, the frequency drop is at 97.6 %
of the non SI case. It is observed again that the active power rises steeply for df/dt SI,
while it oscillates with a peak at t ≈ 2.3 s for the slow PLL. The frequency drop is lowest
with 95.2 % for the combined SI scenario. In this case, the active power combines the
characteristics of the two SI methods and exhibits a steep increase in the moment after
the load step and then oscillates.

In conclusion, the influence of the SI methods on the frequency drop when the
microgrid contains a DFIG and a PED is minor. The frequency drop is similar for the
two SI methods and it is slightly lower when they are combined. The df/dt leads to an
almost instant and steep active power increase due to the frequency transient. On the
other hand, employing the slow PLL, the active power provision is delayed but lasts longer.
The reason is that the active power depends on the angle difference between the PLL
and the actual grid angle. As the angle difference is the integral of the angular speed
deviation, it takes some time until active power is provided. The slow PI controller of the
PLL causes the subsequent oscillations. As described in Sec. 5.10.1, one drawback of the
slow PLL SI is that the frequency falls below its steady state value at around 3.5 s in Fig.
5.23 a.) and b.).

5.10.4.2. DFIG with Synchronous Machine

For the scenario of a microgrid with DFIG and SM, the optimizations are conducted with
and without droop control of the DFIG, similar to the former Section. The outcome
without droop control is shown in Fig. 5.24 a.). The active power output is smooth when
no SI is applied and the frequency nadir is at about 49.53Hz, which is significantly lower
than the steady state. Again, the active power rise is steep for the df/dt control and a
damped oscillation is observed here. The frequency drop is at 84.7% with regard to the
non SI case. The active power increase is less steep and the frequency drops lower to
88.1% when the slow PLL is employed. The combined SI case exhibits the lowest frequency
drop with 78.3%, although the active power increase is less steep at the beginning, when
compared to the df/dt control.

In Fig. 5.24 b.) the simulation results for a droop controlled DFIG are given. When
no SI is applied, the frequency drops to about 49.58Hz, which is a bit higher than in the
former scenario without droop control as the DFIG also supports the steady state frequency
by adjusting its active power. The frequency drop is about the same with 86.5 % and
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Figure 5.24.: Active power of DFIG and microgrid frequency when combined with a SM.
a.) DFIG without droop control, b.) DFIG with grid-supporting droop control

88.2 % for the df/dt SI and the slow PLL, respectively. If the SI methods are combined,
the frequency drop is 79.4 % and the active power again combines the characteristics of
both SI methods.

It is seen that the impact of SI is larger for the SM scenario compared to the
microgrid with PED. The df/dt control and the slow PLL again perform rather similar.
Combining both SI methods results in a significant decrease of the nadir.

5.10.4.3. Optimized parameters

The optimized parameter sets for some of the scenarios described are given in Table 5.11.
It becomes apparent that the grid-forming PED has a stabilizing effect on the microgrid
in comparison to the SM. This is seen in the larger values for kSI and the lower values
for the PLL controller gains, which are equivalent to a more aggressive tuning of the SI
controllers. Moreover, when the frequency gradient SI is combined with the slow PLL,
kSI has to be tuned less aggressive (smaller) to ensure the stability of the system.
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Table 5.11.: Optimized synthetic inertia parameters
DFIG with droop control combined with PED

kSI kp,PLL ki,PLL
df/dt 42 - -

Slow PLL - 0.6 1.3
Slow PLL & df/dt 40 0.6 1.2
DFIG with droop control combined with SM

kSI kp,PLL ki,PLL
df/dt 34 - -

Slow PLL - 3.5 5.3
Slow PLL & df/dt 26 2.7 5.7

Figure 5.25.: Loadings of SM and PED for positive and negative angle deviations.

5.11. Case Study 8: Synchronization

This section investigates the loadings of SM and the breaker between an islanded microgrid
and an external grid in case of imprecise voltage alignment at breaker closure [319, 320]3.
The two node microgrid from Fig. 5.3 is used with two SM and two static loads for
EMT-simulations. The voltage level is 20 kV and the line has a length of 10 km. The SM
are loaded with an active power of about 0.07 pu before the breaker closing. The loading
before the closing is kept low to minimize its impact on the stresses occurring after closure.
However, diesel gensets usually do not run idle which is why the minimal loading remains.

Example time-domain simulations are given in Fig. 5.25 for voltage angle deviations
∆δ and breaker closure at t = 0 s. A positive ∆δ means that the microgrid voltage angle
leads the external grid. If the microgrid angle lags by −40◦, the torque of SM 2 becomes

3The presented synchronization studies were conducted by the author of this work.
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Table 5.12.: Parameters of base scenario.
H R′ X ′ R/X LL

1.07 s 0.161 Ω/km 0.19 Ω/km 0.847 10 km

negative after an initial back swing in the positive direction. It reaches a minimum of
about −4 pu and oscillates with fundamental frequency. When ∆δ is 40◦, the torque
reaches large positive values above 4 pu. Negative torques at breaker closure occur when
the microgrid angle lags and the external grid provides active power to the microgrid and
accelerates the rotors of the SM. On the other hand, positive torques at closure occur
when the microgrid angle leads and the rotors are decelerated. The maximum loading
(torque) occurs during the first swing after breaker closing. Therefore, the SM control
does not affect the loading due to its large time constants.

The simulation of a PED is also depicted in Fig. 5.25. It becomes apparent that
PED can handle voltage angular changes well and are not overloaded. Hence, it is focused
on SM.

Fig. 5.26 compares the voltage deviations investigated in this work with the
maximum admissible deviations according to the standard in [59] for the multi-MVA class.
It is looked at deviations that go far beyond the standard constraints. In this way, the
impact of faulty operation of the synchrocheck is examined. Moreover, the severity of
violations of the guideline and their impact on component loadings is assessed [321].

The voltage of the external grid is kept constant at vexternal = 1 pu as it is assumed
that the impact of the microgrid on the external grid is minor. The SM in the microgrid are
controlled to cause deviations in voltage angle ∆δ, amplitude ∆v and frequency ∆f . The
following figures illustrate the maximum torques of the SM and maximum breaker currents
of time-domain simulations for breaker closing with various deviations. Unless stated
otherwise, the frequency deviation is 20 mH. A certain frequency deviation is necessary
for the angle to vary and to allow for closing at a certain value. The 20 mH deviation was
shown to have a minor impact on the loadings.

The parameters of the base scenario are given in Table 5.12. The parameters are
varied to explore the impact of the inertia constant H, the line R/X (the absolute value
of the line impedance remains constant) ratio and the line length LL.

5.11.1. Angle Deviation

The maximum torques of the two SM and breaker currents for angle deviations are depicted
in Fig. 5.27. The amplitude deviation is zero and the frequency discrepancy is 20 mH.
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∆δ = 120◦

∆δ = −120◦

|∆v| =
0.12 pu

In this work:
|∆f | = 1.2 Hz
|∆v| = 0.12 pu
|∆δ| = 120◦

∆δ = 10◦

∆δ = −10◦

|∆v| =
0.03 pu

According to standard:
|∆f | = 0.1 Hz
|∆v| = 0.03 pu
|∆δ| = 10◦

vexternal = 1 pu

Figure 5.26.: Comparison of voltage deviations examined in this work and feasible
deviations according to [59].

Torques reach high values and SM 1 is loaded heavier than SM 2, as SM 1 is closer
to the breaker. The increase is especially steep towards larger ∆δ (microgrid angle leads).
The fact that the SM are slightly loaded before the closing contributes to this behaviour.
The torque of SM 2 seems to reach a maximum at around −90° and resembles a sine
wave.

The impact of the inertia constant H is insignificant. A higher R/X-ratio compared
to the base scenario slightly decreases the torque of SM 2 for negative angles. Increasing
the line length leads to significantly lower loadings of SM 2.

The currents over the breaker increase almost linearly with positive and negative
angle deviations and reach high levels (pu base of SM is used). Only the line length LL
has a significant impact.
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Figure 5.27.: Maximum torques and breaker currents for angle deviations.

Figure 5.28.: Maximum torques and breaker currents for frequency deviations.

5.11.2. Frequency Deviation

The outcome for frequency deviations is given in Fig. 5.28. Both for torque and current,
the loading has a parabolic shape. In comparison to angle deviations, the loadings are
much lower. Differences between the torques of SM 1 and 2 are minor. Here, the inertia
constant H has an impact. It decreases the loading for negative and increases the loading
for positive frequency discrepancies.
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Figure 5.29.: Maximum torques and breaker currents for amplitude deviations.

5.11.3. Amplitude Deviation

The burden for amplitude deviations is shown in Fig. 5.29. The surge is rather linear to
both sides here. The level of the torques are even lower than for frequency deviations,
but the currents are larger. However, the burden is far less severe in comparison to angle
deviations.

The burden of SM 1 is heavier. A higher R/X-ratio slightly decreases the torque
of SM 2 for negative deviations. Longer lines lower the stresses for both positive and
negative discrepancies.

5.11.4. Combination of Angle with Frequency/Amplitude Deviation

The previous sections show that the loadings of angle differences are by far and away
the most severe. This section investigates the effect of combining the angle deviation
with frequency or amplitude discrepancies. The combinations are selected to reinforce
each other. For example, negative angles and negative frequencies both lead to a higher
acceleration at breaker closing causing larger torques. Similarly, negative amplitudes should
theoretically also accelerate the rotor because of an increased active power transmission
from the bulk power system to the microgrid. The parameters of the base scenario are
used.

It becomes apparent in Fig. 5.30 that the combination angle and frequency have
a minor impact and that torques and currents are slightly higher for negative and a bit
lower for positive values compared to the base scenario. The effect of combining angle
with frequency deviations is more significant. However, it is unexpected that loadings are
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Figure 5.30.: Maximum torques and breaker currents for combinations angle with
frequency/amplitude deviations.

lowered for negative voltage deviations. The explanation is that lower excitation of the
SM and the decreased stator voltage decreases the overall power transmitted to the SM.
This effect overcompensates the increased power transmission over the breaker due to
the amplitude difference between microgrid and external grid at the moment the breaker
closes.

5.11.5. Fast Synchronization

It is now looked at scenarios where the microgrid has either a frequency of −1 or 1 Hz.
This may be the case when the microgrid needs to synchronize very quickly, e.g. due to
looming instability. A large frequency difference with the external grid leads to a quicker
alignment of the voltage angles. Another reason for the frequency deviations can be a
mismatch of load and generation in a microgrid. The large frequency differences make it
hard for the synchrocheck to close exactly at zero angle deviation. Hence, it is interesting
to look at combinations of frequency and angle deviations around ∆δ = 0°. Furthermore,
it may be possible to cancel out the loading due to frequency discrepancies with certain
angle deviations.

The results for maximum occurring currents over the breaker are illustrated in Fig.
5.31. The burden of the SM is low for frequency deviations. It is more interesting to look
at the currents over the breaker as they reflect the disturbances imposed on the external
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Figure 5.31.: Maximum currents for combinations of frequency deviations with small angle
deviations.

grid. These are of importances for grid codes that may allow larger frequency deviations
in future.

The lines can be separated in two parts. In the first part, the current loading is
mainly affected by the frequency deviation and the curve is rather flat. This goes from
−4° to 4° for ∆f = −1 Hz and from 0° to 5° for ∆f = 1 Hz. Outside these ranges,
the curves exhibit larger gradients which can be attributed to the impact of the angle
deviations. For ∆f = 1 Hz, the minimum is at ∆δ = 5°, which means that the combined
deviations cancel each other out, because the current is lower than at ∆δ = 5°. However,
this effect is hardly significant.

In conclusion, the impact of frequency deviations of +/− 1 Hz on the external grid
is moderate as long as the associated angle deviations are limited to the range mentioned
above. The effectiveness of cancelling out the effects of frequency deviations with certain
angle deviations is low.





6. Discussion

6.1. Summary and Conclusion

This work identifies the increased amount of PED as one of the key challenges of future
power systems. Microgrids can be regarded as models for modern power systems due
to the high share of PED. Their definition, benefits and current research aspects are
described. A classification of the stability of microgrids is provided and compared to the
stability of conventional power systems. The various time frames of dynamic phenomena
in microgrids are detailed.

The main focus of this work is the small-signal stability of islanded microgrids.
Modal analysis is identified as a suitable method to analyse the stability. Due to its
systematic approach and flexibility, it is preferred over other methods, such as impedance
or Lyapunov’s direct method.

Furthermore, a classification of model order reduction techniques, including param-
eter optimizations, polynomial approximations and state truncations, is given. Singular
perturbation theory is used extensively in conventional power systems and is also applied
in this work.

The modelling of DER for microgrid stability studies is elaborated. Considered
DER with a significant effect on microgrid stability are inverters, DFIG and diesel SM.
Numerous control approaches for the power sharing are introduced with a special focus
on droop control and its variants. SI methods for DFIG based on frequency gradient and
PLL tuning are explicated. The LCL filter design as well as the tuning of inner control
loops and PLL are detailed. Model-order reduction techniques are applied to the inner
control loops of PED and a fifth order model for the grid-forming PED that preserves the
dynamics of the voltage controller is proposed.

Besides DER, the modelling of the network lines plays a vital role in the efficient
and yet accurate simulation of microgrids that is necessary for population based heuristic
optimization. These criteria are satisfied by the modelling in the dq0 reference frame. The
network differential equations can also be approximate by a first-order Taylor expansion or
they are fully neglected in the phasor model. Only balanced grids are regarded.

A suitable optimization algorithm is required for the simultaneous optimization of a
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large set of DER controller parameters. Due to the intricacy of the optimization problem
and the fact that a strictly mathematical formulation is impossible, EA is selected. The
basic genetic operators are introduced. The computationally demanding fitness function
necessitates the design of an efficient EA, that reaches the optimum within a limited
amount of fitness evaluations. A BSP tree is at the core of the EA, impeding the repeated
evaluation of similar individuals and paving the way for the assessment of the diversity
of individuals. Benchmark functions are used to efficiently parametrize the EA. The
framework that links the EA, the scenario simulation and results analysis, and forms the
basis of the controller parameter optimizations of this work, is introduced.

The chapter on case studies starts with the validation of the network and SM models
used in this work by comparison of time-domain simulations to Simulink’s Simscape power
systems toolbox, which features EMT simulation. The outcome is similar for PED
dominated microgrids, whereas there is a small discrepancy in the SM models, which is
attributable to the implementation of the Simulink SM model that is not exactly known.

Next, the EA developed in this work is evaluated by comparing its performance to
a conventional EA. The proposed EA is found to perform considerably better than the
conventional EA, especially when the number of fitness evaluations is low. For the most
complex benchmark function, the conventional EA does not outperform the proposed EA,
even if the number of fitness evaluations is ten times larger, because the conventional EA
easily remains stuck in local optima. The proposed EA prevents this by promoting the
diversity in the population. The superiority of the proposed EA is also demonstrated for a
highly constrained DER controller optimization problem.

A thorough parameter sensitivity analysis for PED based on optimized parameter sets
is conducted, incorporating parameters that have so far not been considered in literature
on microgrid small-signal stability. Parameters that are attributable to control system
stability as well as power supply and balance stability, according to the classification of
the IEEE Task Force on microgrid stability, are included.

Regarding grid-forming droop controlled PED, the strong impact of the feed-forward
gain of the voltage controller, the measurement filter cut-off frequency and the virtual
resistor is notable, whereas the influence of the voltage droop coefficient is minor. This
shows that the inner loop tuning affects the dominant modes and highlights the importance
of implementing the VI. Moreover, it allows some degree of freedom in the selection of
the voltage droop coefficient, i.e. to tune it with regard to steady-state power sharing,
for example. The tuning of the PLL has by far the greatest effect on the stability of
grid-supporting PED.

On the basis of the sensitivity analysis, the simultaneous optimization of a large
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set of relevant PED controller parameters, including voltage controller parameters and
the measurement filter cut-off frequency, is performed for a small microgrid with two
nodes. It becomes apparent that the optimized system is very stable, especially when only
grid-forming PED are present. This corroborates the increased level of stability of such
systems, when the controller parameters a thoroughly optimized. A high measurement
filter cut-off frequency is preferable for grid-forming PED. The influence of the R/X ratio
of the lines is minor in general.

Next, benchmark scenarios are developed to analyse the controller parameters under
various conditions. The R/X ratio and the line length are varied in the small two-node
microgrid. Furthermore, SM may be present or not and their parameters are also optimized
in the former case. To limit the complexity of the optimization, the voltage controller
parameters and the measurement filter cut-off frequency are fixed. Only grid-forming
control is regarded and the performance of several droop variants is compared.

It is again shown that microgrids with grid-forming PED and thoroughly optimized
parameter sets are very stable and are able to rapidly share the load after transients,
which confirms the scientific statement from Sec. 1.4. The larger time constants of SM
shift the dominant eigenvalues towards the unstable region, but the damping still remains
acceptable. The difference in the outcome for different droop variants is rather small. The
FTD has some advantages due to its flexibility and can be adjusted depending on the
presence of SM. The FTD also enhances the performance of SM. However, it is confirmed
that the presence and optimized tuning of the VI is critical for stability, whereas the impact
of the choice of the droop variant is comparatively low. Hence, analysis of microgrid
stability in any context, for example network reconfiguration [45] or placement of PED
[288], should always be based on a well-designed and optimized controller with VI to get
meaningful results.

The subsequent case study considers the Cigre benchmark LV microgrid with 38
nodes. Worst case scenarios regarding the outage of the largest load or PV plant are
analysed. Four DER are optimized. Besides the controller parameters, also the placement
of the SM is incorporated in the optimization.

The larger number of DER deteriorates the stability, although modes are still well
inside the left half plane. It becomes apparent that the parameters found in the previous
benchmark optimization of the small microgrid cannot simply be transferred to the larger
system. In particular, the share of SM among the DER has a strong impact. The AVR
and GOV can be tuned much more aggressively for a low share of SM. On the other hand,
the parameters from the small benchmark microgrid do not violate any voltage, frequency
or power sharing constraints in the larger network.
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A drawback of the modal analysis used in this work is that it guarantees only local
stability. However, the very stable nature of the investigated PED dominated systems,
with eigenvalues deep inside the left half plane, suggests that such systems are generally
stable also for further operating points, assuming that a thorough controller design and
parameter optimization is conducted.

The optimized parameter sets are used to evaluate the validity of model order
reduction approaches under realistic conditions. The approximation of LV lines with phasor
models or by a first order Taylor expansion is generally valid due to the high R/X ratio
and the low time constants. The simplification of the current controller leads to acceptable
deviations, whereas entirely neglecting the inner loops, as often seen for grid-forming
controllers in literature, is an oversimplification, because eigenvalues are sensitive to the
voltage controller tuning. On the other hand, the proposed fifth order model preserves the
dynamics of the voltage controller and well approximates the original model, corroborating
the scientific statement from Sec. 1.4. Regarding the grid-supporting control, a simple
current source model is still a good approximation. This corroborates that the dynamics
predominantly depend on the PLL tuning.

The tuning of SI methods for DFIG is optimized in the subsequent study case. The
DFIG is either combined with a PED or a SM in a small MV microgrid. It is shown that
the impact of the choice of the SI methods on the frequency drop after load changes is
minor when the microgrid is dominated by PED. When a SM is present, the influence of
SI is more pronounced. The slow PLL and df/dt control perform rather similar and the
combination leads to a significant decrease of the nadir.

Finally, the inaccurate synchronization of the microgrid with the bulk power system
and its impact on the loading of microgrid components is studied. The most severe stress
is attributed to voltage angle deviations, which causes much higher SM torques and breaker
currents than frequency or magnitude discrepancies. The line length has a significant
impact on loadings, whereas the inertia constant and the R/X ratio do not. Combined
angle and magnitude or frequency deviations can slightly increase the burden compared to
pure angle discrepancies in some cases. The results suggest that frequency and magnitude
deviation constraints may be eased in future grid codes due to the relatively low burden in
comparison to angle deviations.

In conclusion, the scientific statement from Sec. 1.4 which states the high degree
of stability of microgrids dominated by PED when controller parameters are thoroughly
optimized is underpinned by the results. The validity of the proposed model order reduction
of grid-forming converters, which preserves the dynamics of the voltage controller, is
proven.
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6.2. Outlook

PED and SM have a strong impact on the microgrid stability. However, there are further
components that should be incorporated in the stability analysis. One example are induction
motors which account for 23% of the load in MV systems and can cause lightly damped
oscillations in microgrids with droop controlled PED [272]. A composite load model with
induction machines in the dq reference frame was recently developed in [274]. Several pairs
of low- and medium-frequency eigenvalues are introduced when considering composite
loads.

Another natural extension is the incorporation of DFIG models in the dq frame
instead of using Simulink’s built in model. This will allow for a closer analysis of the
dominant modes in systems with DFIG. Moreover, the stability of the df/dt SI control
must be further investigated. A number of issues of this type of control are mentioned in
[17], also regarding problems with the voltage support. Moreover, the PLL modelling and
type selection [157] should be investigated further and harmonics are to be incorporated
in the stability assessment.

It is shown in this thesis that the measurement filter time constant of grid-forming
droop controlled inverters has a strong impact on dominant modes. The selection of
proper higher order filters for the handling of harmonics, while implementing low time
constants, is an important task for future research.

The stability is evaluated on the basis of worst case scenarios in this work. However,
given that modal analysis only ensures local stability and that manifold scenarios are
possible, stochastic approaches are worth considering. Probabilistic approaches based on
fluctuating wind and PV generation are proposed in [315, 322]. Markov chains and Markov
jump linear systems are used to optimized a MV feeder in [284]. An interesting method
to analytically determine the stability of linear systems subject to parameter variation is
presented in [323] using a bilateral sum matrix approach.

The focus is placed on the dominant modes in this work. Future analysis should
incorporate harmonics and unbalance as part of the optimized parameter tuning. The
modelling in the dq0 reference frame should be extended with the dynamic phasor approach
[324, 325, 326]. Moreover, modal analysis can be complemented with impedance based
approaches [110].

Besides small-signal stability, transient events and short-circuits should also be
considered in the controller design [29]. It is shown in [327] that the frequency droop
coefficient also affects the transient stability. Hence, transient criteria are to be included
in its optimization. In addition, aspects of secondary control should be considered in the
model [328]. This is another step towards the practical realization of a microgrid.
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It is shown in this work that the share of SM in a microgrid strongly affects
the stability and the optimized parameter tuning. This should be considered for the
implementation of further benchmark scenarios, besides the incorporation of additional
models, such as induction machines, as mentioned. To allow for the comparableness of DER
controllers, agreed benchmark scenarios should be established in the research community
and used in publications. This would entail better understanding of the feasibility of
proposed controllers and ease the identification of advantages and shortcomings. Ideally,
publications should be accompanied by the provision of the data and models used, as
implementing models on the basis of the written papers is a laborious and error-prone
task. Similar approaches to establish standardized benchmarking exist for static and
quasi-dynamic optimization of power systems [329].

This leads to the question which software should be used to model and simulate
the benchmark scenarios for PED dominated power systems. The software should be open
source and available for everyone. Simulink is used in this work and is popular in academic
research due to free research licensing. It is a software for graphical programming and is
often scripted with Matlab. Matlab is an old programming language and reaches its limits
for projects with increased complexity, as experienced in the course of this work.

A very promising and fully open source candidate for future research on power
systems is the Julia programming language [330], which has gained a lot of popularity lately.
It was designed to have machine performance without sacrificing human convenience, or,
in other words, to combine the performance of C++ with the convenience of Python.
It is a general purpose language, but these characteristics make it particularly popular
in numerical computing and a feature-rich ecosystem for the modelling, simulation and
stability analysis of dynamic systems [331] has been developed by a quickly growing
community in recent years, including a very wide range of solvers. Open source toolboxes
for the simulation of low inertia power systems in the dq0 frame are already available
[332]. Furthermore, the fully code-based modelling approach has advantages over graphical
programming as it eases development processes, such as test-driven development, which
enhances the productivity and reliability of models, especially with growing complexity.

Besides modelling and simulation, the optimization algorithm in this work also
has room for improvements. The constraints violation handling is not yet efficient as it
clearly distinguishes between individuals with or without violations and always assigns
worse fitness to the former. This hampers the search in the area around the boarder to
infeasible solutions. A more advanced approach would be to assign weighting factors to the
constraints which are adjusted according to the incidence of violations in the population.
In simple terms, this would mean that if the frequency of violations in the population is
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low or decreasing, the weighting factors of violations are also decreased, meaning that
their effect on the fitness becomes smaller. In contrast, if there are to many violations
and the EA is in danger of getting stuck in infeasible areas, the weighting of violations in
increased.

Another aspect of the EA that can be enhanced is the parameter tuning. This is a
difficult task as parameters are numerous and depend on one another. The selection of
a certain parameter can introduce new parameters that need to be optimized (e.g. the
selection of a certain crossover operator introduces new parameters for the tuning of this
specific crossover). It is, therefore, hard to write an optimization algorithm to automate
the tuning of the EA. In future, an optimization algorithm that can handle such a large
number of parameters and their dependencies is required.

The mutation with GAS has not led to the expected improvement. A reason could
be that the GAS leads the algorithm directly to a local optimum and aggravates the
diversity, which must be further investigated.

This thesis analyses the small-signal stability of islanded microgrids. However, a
number of aspects pertaining to the modelling and tuning of DER controllers are generally
transferable to low inertia bulk power systems. The author hopes that a tiny contribution
to the imminent challenge of drastically increasing the share of DER in power systems
and the reduction of CO2 emissions was made.





A. Composite Microgrid Model Example

A.1. Inverter

At first the model of an inverter in his individual dq0 reference frame is derived. The
low-pass filtered active and reactive power are expressed as

pLPF = ωc
s+ ωc

(vc,diL2,d + vc,qiL2,q), (A.1)

qLPF = ωc
s+ ωc

(iL2,q − vc,qiL2,d). (A.2)

This leads to the small-signal dynamic model:

∆ṗLPF = −ωc∆pLPF + ωc(iL2,d,0∆vc, d+ iL2,q,0∆vc,q + vc,d,0∆iL2,d + vc,q,0∆iL2,q),
(A.3)

∆q̇LPF = −ωc∆qLPF+ωc(iL2,q,0∆vc, d−ic,d,0∆vc,q−vc,q∆iL2,d+vc,q,0∆iL2,q) (A.4)

From the droop equations (3.35) and (3.36), it follows that

ωDroop = ω0 −mω(pLPF − p0) (A.5)

v∗c,d = v0 −mq(qLPF − q0) (A.6)

v∗c,q = 0. (A.7)

Hence, the linearized small-signal models of the frequency and voltage in the two axes are

∆ωDroop = −mω∆pLPF (A.8)

∆v∗c,d = −mq∆qLPF (A.9)

∆v∗c,q = 0. (A.10)

To convert the output of the inverter model to a common reference frame that rotates
with ωref , the angle between the dq frame and the common DQ frame is defined as

θdiff =
∫

(ωDroop − ωref )dt. (A.11)
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The small signal model can then be derived as

∆θ̇diff = ∆ωDroop −∆ωref = −mω∆pLPF −∆ωref . (A.12)

The voltage controller shown in Fig. 3.14 is described by the following state
equations:

ν̇d = v∗c,d − vc,d, (A.13)

ν̇q = v∗c,q − vc,q, (A.14)

and the algebraic equations

i∗L1,d = ki,vνd + kp,v(v∗c,d − vc,d)− ωnCfvc,q + FFviL2,d, (A.15)

i∗L1,q = ki,vνq + kp,v(v∗c,q − vc,q)− ωnCfvc,d + FFviL2,q. (A.16)

The small-signal model of the voltage controller can then be formulated:

∆ν̇d = ∆v∗c,d −∆vc,d, (A.17)

∆ν̇q = ∆v∗c,q −∆vc,q, (A.18)

∆iL1,d∗ = ki,v∆νd + kp,v(∆v∗c,d −∆vc,d)− ωnCf∆vc,q + FFv∆iL2,d, (A.19)

∆iL1,q∗ = ki,v∆νq + kp,v(∆v∗c,q −∆vc,q)− ωnCf∆vc,d + FFv∆iL2,q. (A.20)

The linearized small-signal model for the current controller is similar to the voltage
controller:

∆ς̇d = ∆i∗L1,d −∆iL1,d, (A.21)

∆ς̇q = ∆i∗L1,q −∆iL1,q, (A.22)

∆v∗i,d = ki,c∆ςd + kp,c(∆i∗L1,d −∆iL1,d)− ωnL1∆vL1,q, (A.23)

∆v∗i,q = ki,c∆ςq + kp,c(∆i∗L1,q −∆iL1,q)− ωnL1∆iL1,d. (A.24)

Finally, the linearized model of the LCL-filter is derived. The current of the inverter-side
inductor is expressed as:

∆i̇L1,d = R1

L1
∆iL1,d + ωn∆iL1,q −

1
L1

∆vc,d + 1
L1

∆vi,d, (A.25)

∆i̇L1,q = −R1

L1
∆iL1,q − ωn∆iL1,d −

1
L1

∆vc,q + 1
L1

∆vi,q. (A.26)



A.1. Inverter 173

The voltage of the filter capacitor is expressed as

∆v̇c,d = 1
Cf

∆iL1,d + ωn∆vc,q −
1
Cf

∆iL2,d, (A.27)

∆v̇c,q = 1
Cf

∆iL1,q − ωn∆vc,d −
1
Cf

∆iL2,q. (A.28)

The current of the grid-side inductor is defined as

∆i̇L2,d = 1
L2

∆uc,d −
R2

L2
∆iL2,d + ωn∆iL2,q −

1
L2

∆vg,d, (A.29)

∆i̇L2,q = 1
L2

∆uc,q −
R2

L2
∆iL2,q − ωn∆iL2,d −

1
L2

∆vg,q. (A.30)

The output variables iL2,dq and input variables have to be transformed to the respective
reference frame using the transformation matrix from (3.8):

iL2,DQ = KaiL2,dq =

[
cos(θdiff ) −sin(θdiff )
sin(θdiff ) cos(θdiff )

]
iL2,dq. (A.31)

vg,dq = K−1
a vg,DQ =

[
cos(θdiff ) sin(θdiff )
−sin(θdiff ) cos(θdiff )

]
vg,DQ. (A.32)

The transformations are linearized as follows:

∆iL2,DQ = Ka,0∆iL2,dq +

[
−iL2,d,0sin(θdiff,0)− iL2,q,0cos(θdiff,0)
iL2,d,0cos(θdiff,0)− iL2,q,0sin(θdiff,0)

]
∆θdiff (A.33)

∆vg,dq = K−1
a,0∆vg,DQ +

[
−vg,D,0sin(θdiff,0) + vg,Q,0cos(θdiff,0)
−vg,D,0cos(θdiff,0)− vg,Q,0sin(θdiff,0)

]
∆θdiff , (A.34)

where

Ka,0 =

[
cos(θdiff,0) −sin(θdiff,0)
sin(θdiff,0) cos(θdiff,0)

]
(A.35)

and

K−1
a,0 =

[
cos(θdiff,0) sin(θdiff,0)
−sin(θdiff,0) cos(θdiff,0)

]
. (A.36)

The subscript 0 marks the equilibrium point.
( A.3) - ( A.34) are combined to obtain the complete 13th order small-signal
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state-space model of a single grid-forming droop controlled inverter:

∆ẋinv,i = Ainv,i∆xinv,i +Binv,i∆vg,DQ +Bωcom,i∆ωcom, (A.37)[
∆ωi

∆ig,DQ,i

]
=

[
Cinv,ω,i

Cinv,c,i

]
∆xinv,i, (A.38)

where ∆xinv, i = [∆θdiff,i ∆pLPF,i ∆qLPF,i ∆νd,i ∆νq,i ∆ςd,i ∆ςq,i ∆iL1,d,i ∆iL1,q,i

∆vc,d,i ∆vc,q,i ∆iL2,d,i ∆iL2,q,i] and the matrices Ainv,i, Binv,i, Bωcom,i, Cinv,ω,i
and Cinv,c,i are given in the Appendix B. Using the model of one individual inverter, the
small-signal model of the two parallel inverters in the microgrid can be derived as

∆ẋinv = Ainv∆xinv +Binv∆vg,DQ, (A.39)

∆ig,DQ = Cinv,c∆xinv, (A.40)

where ∆xinv =
[
∆xinv,1 ∆xinv,1

]T
; ∆vg,DQ =

[
∆vg,DQ,1 ∆vg,DQ,2

]T
;

Ainv =

[
Ainv,1 +Bωcom,1Cinv,ω,1 0

0 Ainv,2 +Bωcom,2Cinv,ω,2

]
;

Binv =

[
Binv,1 0

0 Binv,2

]
; Cinv,c =

[
Cinv,c,1 0

0 Cinv,c,2

]
;

A.2. Network and Load Model

The microgrid lines are modelled as simple RL passive elements, which is an accurate
approximation for LV microgrids [76]. The loads are also represented with a simple linear
RL model. Similar to the LCL-filter linearization, the network and load equations in the
DQ frame can then be expressed as:

∆i̇line,DQ = Anet∆iline,DQ +Bnet∆vg,DQ, (A.41)

∆i̇load,DQ = Aload∆iload,DQ +Bload∆vg,DQ, (A.42)

where

Anet =


−Rline,1
Lline,1

ωn 0 0
−ωn −Rline,1

Lline,1
0 0

0 0 −Rline,2
Lline,2

ωn

0 0 −ωn −Rline,2
Lline,2

 ; (A.43)
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Bnet =


1

Lline,1
0 − 1

Lline,1
0 0 0

0 1
Lline,1

0 − 1
Lline,1

0 0
0 0 1

Lline,2
0 − 1

Lline,2
0

0 0 0 1
Lline,2

0 − 1
Lline,2

 . (A.44)

[iLine,DQ]4×1 is the vector of the line currents and [vg,DQ]6×1 is the vector of the network
node voltages. Note that in contrast to [76], the frequency ω = ωn is assumed constant.

As the coefficient matrix of the load model is very similar to the network model, it
is refrained from showing it here.

A.3. Complete Microgrid Model

A large resistor rN is set between each node and ground to establish a well defined voltage
[76]. The small-signal model of the nodes then becomes:

∆vg,DQ = RN (Minv∆ig,DQ +Mload∆iload,DQ +Mnet∆iLine,DQ), (A.45)

where the matrice Minv maps the DER coupling points to the network nodes, Mload maps
load coupling points to the network nodes and Mnet maps the lines to the network nodes.
Given the topology of the microrid in Fig. 3.35, if y = 2 is the number of DER, k = 2 is
the number of lines, x = 3 is the number of loads and z = 3 is the number of nodes, the
matrices are:

RN =


rN

. . .
rN


2z×2z

;Minv =



1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1


2z×2y

;RN =


−1

. . .
−1


2z×2x

;

Mnet =



−1 0 0 0
0 −1 0 0
1 0 −1 0
0 1 0 −1
0 0 1 0
0 0 0 1


2z×2k

.
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This leads to the complete 36 order (2k + 2x+ 13y) small-signal model: ∆ẋinv
∆i̇line,DQ
∆i̇load,DQ

 = Asys

 ∆xinv
∆iline,DQ
∆iload,DQ

 , (A.46)

where

Asys =

Ainv +BinvRNMinvCinv,c BinvRNMnet BinvRNMload

BnetRNMinvCinv,c Anet +BnetRNMnet BnetRNMload

BloadRNMinvCinv,c BloadRNMnet AloadBloadRNMload

 .
It is seen that the linearized state-space model becomes complex and error-prone

even for a small microgrid. The intricacy increases for larger microgrids with various types
of DER. Therefore, it is advisable to resort to appropriate software that linearizes the
model and automatically forms the state-space representation. In this work, the Simulink
Control Design Toolbox is used for this purpose. To build the network state space model
in the dq0 reference frame, it is made use of the open source software introduced in [145].



B. State-Space Model of Grid-Forming Droop
Controlled Inverter
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C. Cigre Benchmark Microgrid Data

Lines:
All lines between node 1 and 10: R′ = 0.162 Ω/km, X ′ = 0.0832 Ω/km.
Lines 3− 11, 4− 12, 12− 13, 13− 14, 14− 15, 6− 16, 9− 17, 10− 18: R′ = 0.822 Ω/km,
X ′ = 0.0847 Ω/km.
Line 1− 19: R′ = 0.2647 Ω/km, X ′ = 0.2847 Ω/km.
Line 1−20 and all lines between node 20 and 27: R′ = 0.4917 Ω/km, X ′ = 0.2847 Ω/km.
Lines 21− 28, 28− 29, 23− 33, 33− 34: R′ = 1.3207 Ω/km, X ′ = 0.321 Ω/km.
Lines 29− 30, 28− 31, 29− 32, 33− 35, 34− 36, 26− 37, 27− 38: R′ = 2.0167 Ω/km,
X ′ = 0.3343 Ω/km.
Lines 23− 33, 33− 34: R′ = 1.3207 Ω/km, X ′ = 0.321 Ω/km.
PV:
Power factor = 0.95 (ind.), use factor 1.5 for high PV case. Sn,PV 1 = 33 kVA, Sn,PV 2 = 18
kVA, Sn,PV 3 = 6 kVA, Sn,PV 4 = 9 kVA, Sn,PV 5 = 6 kVA, Sn,PV 6 = 18 kVA.
Loads:
Power factor = 0.95 (ind.), use factor 0.5 for apparent power in high PV case.
Sn,L1 = 41.3 kVA, Sn,L2 = 4.2 kVA, Sn,L3 = 14.6 kVA, Sn,L4 = 15.4 kVA, Sn,L5 = 9.8
kVA, Sn,L6 = 13.2 kVA, Sn,L7 = 25.1 kVA, Sn,L8 = 5.3 kVA, Sn,L9 = 6.5 kVA,
Sn,L10 = 8.3 kVA, Sn,L11 = 2.1 kVA, Sn,L12 = 6.6 kVA, Sn,L13 = 4.2 kVA, Sn,L14 = 2.1
kVA.



D. LV Power Electronic Device and Diesel
Synchonous Machine Data

Grid-forming PED:
Vn = 400 V, Sn = 10 kVA, mω = 0.005, mv = 0.05, ωc = 60, v0 = 1, f0 = 1,
Rvi = 0.12 Ω, Lvi = 0.68 mH, kp,v = 3, ki,v = 200, FFv = 1, kp,c = 0.73, ki,c = 50,
FFc = 1, L1 = 1.5 mH, R1 = 0.1 Ω, Cf = 70 µF , L2 = 0.36 mH.
Grid-supporting PED:
mω = 0.002, mv = 0.08, ωc = 60, v0 = 1, f0 = 1, Vn = 400, kp,c = 0.73, ki,c = 50,
FFc = 1, L1 = 1.5 mH, R1 = 0.1 Ω, Cf = 70 µF , L2 = 0.36 mH.
SM:
Sn = 10 kVA, Vn = 400V, xls = 0.064 pu, xmd = 1.65 pu, xlkq1 = 0.41 pu, xmq = 1.159
pu, xlkq2 = 0 pu, xlfd = 0.468 pu, xlkd = 0.07 pu, rs = 0.062 pu, rrkq1 = 0.111 pu,
rkq2 = 0 pu, rfd = 0.0674 pu, rkd = 0.147 pu.
AVR:
kp,AV R = 0.0845, ki,AV R = 0.0945, KA = 400, TA = 0.2 s, TE = 0.8 s, KE = 1,
exfd,1 = 5.6, Exfd,2 = 4.4, sEfd,1 = 0.86, sEfd,2 = 0.5, Tr = 0.02.
Governor:
kp,GOV = 1, ki,GOV = 100, τ1 = 0.07 s, τ2 = 0.125 s, K1 = 1.15, K2 = 1, K3 = 1.



E. Synthetic Intertia for Wind Power Plants Data

DFIG:
rs = 0.023 pu, H = 4.32 s, ls = 0.18 pu, Sn = 1.67 MVA, lm = 2.9 pu, Vn = 1.975 kV.
MV PED [226]:
L1 = 1.11 mH, mω = 0.01 pu, Cf = 0.09 mF, Vn = 3.35 kV, L2 = 0.3 mH, mω = 0.01
pu, Sn = 3 MVA, mv = 0.005 pu, Vn = 3.35 kV, ωc = 60 rad/s.
MV Line:
Vn = 20 kV, Z′L = 0.12 + j0.33 Ω/km, Length = 20 km.
Load:
Sn,load1 = 1.5 MVA (PF: 0.95(ind.)), Sn,load2 = 0.5 MVA (PF: 0.95(ind.)).
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