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Abstract

Replacing conventional power plants by distributed energy resources (DER) in
the MV and LV grids poses great new challenges for the planning and operation
of distribution grids. Controlling a handful of conventional power plants demands
significantly less resources than operating numerous decentralized plants, espe-
cially when in involves the supply of ancillary services to maintain the grid stability.
Nevertheless, most ancillary services are required at the transmission system
level, meaning that vertical supply of flexibility becomes necessary, requiring new
methods to quantify how much flexibility can be provided from distribution (DSO)
to transmission system operators (TSO). The feasible operation region (FOR) al-
lows capturing the aggregated flexibility potential of DER within a distribution grid,
while respecting the technical restrictions of both plants and grid.

This thesis proposes a novel approach to compute the FOR, the Linear Flexibility
Aggregation (LFA) method, based on the solution of linear OPF. With the objective
of reducing the computation time, without compromising the accuracy of the as-
sessed FOR.

The LFA algorithm is comprehensively evaluated throughout this thesis, focusing
on the accuracy of speed of the approach. The analysis quantifies the impact of
the linear OPF model in the FOR computation, as well as it identifies all relevant
parameters that can have an impact in the computation time.

It is shown that the proposed method provides a considerable reduction in pro-
cessing time compared to similar methods, e.g. Monte-Carlo simulations or non-
linear OPF-based methods. The linearization of the power flow equations has an
impact in the accuracy of the solution, however, the trade-off with the reduction of
the computational time is acceptable.

The dissertation closes with the suggestion of three use cases for the LFA
method. Firstly, it is described how a fast computation of the FOR could be used
to study the long-term provision of flexibility in distribution grids. Secondly, the
usage of the LFA for the vertical aggregation of flexibility over different voltage
levels is shown. Finally, the inclusion of the FOR concept in a congestion man-
agement approach, including redispatch at the distribution grid level is demon-
strated. The proposal and analysis of these use cases applied to large distribution
grids would not have been possible without a fast and reliable computation algo-
rithm, like the LFA.

Overall, the coordination between grid operators can benefit significantly from the
fast computation of the FOR, allowing its inclusion not only in planning processes,
but also in everyday operation processes.






Kurzfassung

Die Ersetzung von konventionellen Kraftwerken durch eine Vielzahl verteilter
Energieerzeugungsanlagen in den Mittel- und Niederspannungsnetzen stellt
grol3e neue Herausforderungen fur Planungs- und Betriebsprozesse von Verteil-
netzen dar. Einige wenige konventionelle Kraftwerke zu steuern erfordert deutlich
weniger Ressourcen, als der Betrieb einer Vielzahl dezentraler Anlagen, um de-
ren Flexibilitat fur Netzdienstleistungen zu nutzen. Die meisten Netzdienstleistun-
gen werden jedoch auf der Ubertragungsnetzebene benétigt, so dass ein vertika-
ler Stromtransport notwendig ist, was neue Methoden erfordert, um zu quantifi-
zieren, wie viel Flexibilitat auf der Verteilnetzebene bereitgestellt werden kann.

Die Feasible Operation Region (FOR) ermdglicht die Erfassung des aggregierten
Flexibilitatspotenzials von DEA innerhalb von Verteilnetzen, wobei die techni-
schen Restriktionen sowohl der Anlagen, als auch des Netzes berucksichtigt wer-
den.

Diese Arbeit schlagt eine neuartige Methode zur Berechnung der FOR vor, die
LFA-Methode (Linear Flexibility Aggregation), die auf der Lésung mehrerer vollig
linearer OPF basiert. Dieser Ansatz bietet im Vergleich zu ahnlichen Methoden,
z.B. Monte-Carlo-Simulationen oder nicht-linearen OPF-basierten Methoden,
eine erhebliche Reduktion der Rechenzeit. Die Linearisierung der Leistungsfluss-
gleichungen wirkt sich zwar auf die Genauigkeit der Losung aus, der Kompromiss
mit der Reduzierung der Rechenzeit ist jedoch bedeutend.

In dieser Arbeit wird die Anwendung des LFA-Algorithmus aus drei verschiedenen
Perspektiven analysiert. Zunachst wird die Qualitat des Ansatzes sorgfaltig unter-
sucht, um die Auswirkungen des linearen Modells bei der FOR-Berechnung zu
quantifizieren und alle relevanten Parameter zu identifizieren, die die Berech-
nungszeit beeinflussen. Dann wird die Anwendung der Methode zur Analyse der
langfristigen Bereitstellung von Flexibilitat eines Verteilnetzes demonstriert.
Schlielich wird die Einbeziehung des FOR-Konzepts in einen Engpassmanage-
ment-Ansatz, einschliellich Redispatch auf der Verteilnetzebene, demonstriert,
wo die Vorteile des schnellen Algorithmus zum Tragen kommen.

Allgemein kann die Koordination zwischen Netzbetreibern erheblich von der
schnelleren Berechnung des FOR profitieren, so dass es nicht nur in Netzpla-
nungs-, sondern auch in alltagliche Betriebsprozesse einbezogen werden kann.
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1 Introduction

1.1 Motivation and Background

Flexibility is perhaps one of the most echoed concepts within the electrical power
systems community in the last decade. It might be perceived as a concept belong-
ing to modern times, nonetheless, it is one of the key features of power systems
since the beginnings. Otherwise, it would not be possible for a power system ever
to have become the “largest interconnected system ever built by Men” [1]. Flexi-
bility is an essential attribute of any electrical grid, otherwise it is impossible for
them to have a stable operation, especially when composed of thousands, if not
millions, of mechanical and electronical components.

Massive conventional power plants have been the main providers of flexibility for
many decades, and that has been sufficient to keep the power system running in
a secure manner. Nevertheless, recent years have seen renewable energy
sources (RES) and energy storage systems (ESS) become more economically
viable, demand side integration (DSI) reach household applications, electric vehi-
cles (EV) disrupt markets around the globe, and old-fashioned Ferraris meters
replaced with smart meters. This means that power systems are evolving, and
consequently all planning and operation strategies involved need to evolve ac-
cordingly.

Centralized Grid Decentralized Grid
Conventional T Conventional
Power Plants Wind Pairks Power Plants
HV Grid l t l T t
Large Industrial Storage Photovoltaic Large Industrial
Customers Systems Fields Customers

MV Grid

: 66

X Y = V) A, ) Ay
mdreidmdre et m dredredreid iaa
won SN & L2288 &

Residential Small Agricultural Residential Small Agricultural
Customers Industrial/ Customers Customers Industrial/ Customers
Commercial Commercial
Customers Customers

Figure 1-1: The changing landscape of energy systems. [2]
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Modernity brings new challenges along; RES generation is volatile and challeng-
ing to predict, new loads are causing the overall power consumption to increase
(e.g. electrification of transport and heating), there is an increasing opposition
against the construction of new power lines and power plants (including RES),
and conventional power plants are being decommissioned following economic
and political reasons. These are just a few examples of changes. The traditional
top-down power flow from the centralized generation to the customers is chang-
ing, as the share of distributed energy resources (DER) at the lower voltage levels
is increasing (Figure 1-1). This forces a redefinition of the role of active distribution
networks (ADN) [3]. Additional challenges arise when it comes to ensuring a sta-
ble operation of the entire power system, as traditional facilitators of ancillary ser-
vices are diminishing, while new technology and services providers are surfacing.
Thus, flexibility requirements for the provision of ancillary services to the grid (e.g.
frequency control, congestion management, voltage control) are changing as well.

A noteworthy paradigm change is that the operation of a handful of conventional
power plants demands significantly less technological resources than operating a
large number of small-scale DER, which can provide flexibility to the grid. These
pieces of equipment are defined as flexibility providing units (FPU) [4]. Therefore,
the operation and control of power systems is becoming even more complex, es-
pecially at the distribution level. Yielding as much flexibility as possible from de-
centralized FPU requires a great deal of coordination within the organization of
grid operators, and among them as well. One extreme case is the German power
system, where each of the four transmission system operators (TSO) needs to
coordinate with over a hundred distribution grid operators (DSO) within their con-
trol zones. This scenario hampers for any TSO to achieve a proper level of coor-
dination with all its underlayered DSO. Additionally, the unbundling of the electri-
cal sector adds a supplementary burden to the communication among grid oper-
ators, requiring new methods to strengthen TSO-DSO cooperation. For example,
grid operators are in some cases not allowed to share details of their grid models
between them, or with other stake holders (e.g. aggregators, electricity markets).

To improve the cooperation between different stake-holders, novel methods need
to be developed that enable the communication of the grid state, including the
aggregated capability to provide flexibility for ancillary services. These methods
should help the grid operators to avoid revealing sensitive grid information. As the
operation of power systems is time-critical, it requires fast-acting solutions, there-
fore, all developed instruments not only need to be effective, but also computa-
tionally efficient. This acts as the main motivation of the presented thesis, which
focuses on “optimizing the computation of the feasible operation region in distri-
bution grids”.
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1.2 State-of-the-Art and Objectives

For over a century, the operation of synchronous generators (SG) has been care-
fully analyzed using different types of methods. Many of these are based on
graphical approaches, which became known as “capability charts”, describing the
set of active and reactive power points in which the machines can operate is safety
[5]. In [6], a subtle, yet significant modernization to the concept was proposed and
capability charts were suddenly not only suitable for the analysis of electrical ma-
chines, but also to represent the feasible operation region (FOR) of a power sys-
tem [7]. Since then, plenty of research has been dedicated to develop automatized
and computationally efficient methods to compute the FOR of a grid, e.g. [8], [9],
[10], [11], [12], and [13]. The FOR, however, describes only the technically feasi-
ble operation points that could be achieved by DER. The authors of [14] correctly
stated that both concepts, feasibility and flexibility, are not to be mistaken. This
led to the definition of the flexibility operating region (FXOR). This is relevant for
this thesis, which focuses on the flexibility provision of ADN, with flexibility defined
as the “modification of generation or consumption in reaction to an external signal”
[15]. One important aspect when it comes to the FOR and FXOR concepts, is that
they focus not only on active power flexibility, but also on reactive power flexibility.
Reactive power is in many studies and applications either neglected or simplified,
especially as no specific market mechanism for its application exists. With the
decommission of large conventional power plants, the main suppliers of reactive
power until now, DER will be compelled to increase their role in the provision of
reactive power. This topic needs to be addressed properly, especially when it
comes to TSO-DSO cooperation schemes, e.g. [11], [16], [17], [18], [19], and [20].

This aspect motivated linking the FOR concept into TSO-DSO coordination strat-
egies in [21]; where a Monte-Carlo-based computation method was proposed. In
order to solve the limitations of random sampling simulations regarding pro-
cessing time, the advanced Interval Constrained Power Flow (ICPF) algorithm
was proposed in [22] and [23]. The ICPF algorithm computes the FOR by means
of solving a set of nonlinear mixed-integer optimal power flows (OPF). This idea
was not completely new, as the usage of OPF to calculate the FOR was already
covered in the early nineties in [8] and [9]. At the time, the limited computational
power restricted the possibilities to develop such methods further, as solving a
nonlinear OPF is a complex task, which can demand hefty computation power.
Additionally, when analyzing larger grids, a non-linear OPF can have convergence
issues or even numerical errors. The novelty of the ICPF algorithm was the opti-
mization of the number of OPF that need to be solved to properly assess a FOR.
However, the required processing time of that algorithm may still be too large un-
der certain conditions, as can need over 15 minutes to compute [24].
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Such time demanding solutions may be suited for planning studies of power sys-
tems; however, it is not likely for grid operators to consider its use for time-critical
decision making for the operation of the power system. By reducing its computa-
tion time, the FOR could be used as a unique interface between grid operators in
innovative grid operation and planning tools.

This thesis has the objective to develop a FOR computation method with improved
performance compared to the ICPF algorithm of [22]. This is done by redesigning
the procedure making use of a fully linear OPF model and by overhauling the
search procedure, in order to optimize the number of necessary OPF. The algo-
rithm that is developed and analyzed throughout this thesis follows three main
purposes:

e To assess more realistic capability charts of different types of FPU, for
which detailed linear models are developed and added to the OPF in the
aggregation process.

e To compute the FOR of radial distribution grids with realistic sizes and with
significant numbers of FPU.

e Optimize the computational complexity of the algorithm, in order to reduce
the processing time and make it conceivable for the algorithm to be con-
sidered in fast-paced grid operation concepts.

These aspects are discussed throughout the document following the structure
presented next.

1.3 Structure of the Thesis

Three aspects to the analysis of flexibility provision by DER were outlined in [25],
which are key to this work. First, economic and technological analysis of flexibility
need to be separated, as technologies are more homogenous in a global perspec-
tive, while economic frameworks vary between countries. Second, the primary
energy provision of DER and the interconnection to the grid need to be analyzed
separately, especially as many DER rely on power inverters. Third, the spectrum
of analyzed ancillary services and DER units need to be broadened, as most stud-
ies just focus on single topics and fail to provide a comprehensive picture. This
thesis takes these points into consideration, as the performed analysis of the flex-
ibility of power grids focusses on the technological point of view, with clear dis-
tinctions regarding DER units and their grid-coupling technology and an extensive
range of DER are considered in the analysis.
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In Chapter 2, different aspects and definitions regarding the use of flexibilities for
the provision of ancillary services in power systems are given, as well as a com-
prehensive review on capability chart models of different types of DER.

Chapter 3 provides a comprehensive state-of-the-art review on the many different
methods that have been developed to compute the FOR, including analytic, geo-
metric, random sampling, and optimization-based methods. This leads to Chap-
ter 4, which describes a novel linear-OPF method to compute the FOR, as well as
different aspects that need to be considered during its computation.

The validation of the model is shown in Chapter 5, including the definition of a set
of grid models that are used to showcase the potentials of the developed method.
Three different use cases for the application of the proposed model in the opera-
tion of distribution grids are shown in Chapter 6. Finally, Chapter 7 provides the
closing remarks and the outlook of the thesis.

1.4 Scientific Thesis

The decarbonization and decentralization of power systems are forcing grid oper-
ators to explore new alternatives for the supply of flexibility for ancillary services,
which are critical to ensure the system stability. As the number of installed gener-
ators, storage systems and controllable loads is increasing at the distribution grid
level, the cooperation between TSO and DSO needs to be enhanced. This de-
mands for the development of novel methods to share information about the state
of the grid, for which the FOR can be one of them. However, if it cannot be as-
sessed fast enough, it is unlikely for it to be considered as valid solution by grid
operators. These premises lead to the following scientific thesis:

The FOR of distribution grids can be computed as a result of a linear opti-
mization model, decreasing the computation time, while preserving the ac-
curacy; consequently, offering new opportunities to integrate the FOR
concept in grid operation processes.

For this purpose, a comprehensive validation of the proposed linear aggregation
method is provided, including a comparison to other available methods. Addition-
ally, three conceivable use cases related to the planning, and specially, to the
operation of power systems are given, showing some of the benefits of the re-
duced computational time.
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2 Use of Flexibilities for the Provision of Ancillary
Services in Power Systems

21 Flexibility in Power Systems

One classical definition of flexibility: “the ability of a power system to change its
power output in response to changes in load and generation” [26]. This is what
grid operators have been doing for decades with frequency response ancillary
services as an example, where the power injection of larger conventional gener-
ators is adjusted to absorb sudden changes in the load, e.g. due to the sudden
disconnection of a large grid section. However, penetration of RES (at all grid
levels), new loads (e.g. electric vehicles, electric heating) and supplementary stor-
age systems (e.g. batteries), the concept needs some rethinking. This has moti-
vated plenty of research towards solutions of grid issues involving the use of flex-
ibility from controllable loads and/or generation. At the same time, it has been
shown that the concept of flexibility is very ambiguous, as it can have many dif-
ferent meanings depending on specific use cases. A taxonomy description for the
concept of flexibility was given in [27], which divides the concept into three differ-
ent domains, as shown in Figure 2-1. For each category, some examples are
given, however, they are not limited to the ones mentioned here.

Flexibility
Taxonomies
Context Domain Usage Domain Actor Domain
| Grid Level Goal || Source
LV/MV/HV Grid / Market DSO/ TSO / Aggregator
|| Physical Source Use Case || User
FPU/FPG/ Grid Assets Congestion Mgt. / Voltage DSO/ TSO / Aggregator

Time-Frame
Day-Ahead / Intra-Day

Grid Status
Traffic Light Concept

Declaration
Planned / Unplanned Use

Payment
For Use / For Availability

Figure 2-1: Taxonomy for classification of flexibilities. [27]



2 Use of Flexibilities for the Provision of Ancillary Services in Power Systems 7

The concept of flexibility needs to be treated differently according to each specific
use case that is being studied, otherwise it is very likely that misunderstandings
will happen. On one side, there are some metrics like the loss of load expectation
(LOLE), expected energy not served (EENS), loss of largest unit (LLU) or the in-
sufficient ramping resource expectation (IRRE) that allow for analyzing the ability
of bulk systems to cope with changing scenarios of RES penetration [26] [28].
These mechanisms allow gaining a broader understanding on what is necessary
for a power grid to ensure the stability of its long-term operation, however, they
rarely consider the physical limitations of power systems, as grid constraints are
normally not integrated into the models. Additionally, these metrics tend to neglect
energetic constraints of storage systems. Summarizing, more comprehensive
methods to describe flexibility still need to be developed [28].

Power Provision Capacity

Pmax _________

Energy Provision Capacity

Up-Regulation

P(t)
Time

Down-Regulation

Energy Provision Capacity

P e
min Power Provision Capacity

Figure 2-2: Flexibility metrics in power systems operation including power, power ramp-rate,
ramp duration and energy. [29]

In [30], the concept of “flexibility envelopes” is defined, describing a set of bound-
aries that the flexibility provision from RES should fulfill, describing the maximal
ramps and the maximal power output. This allows for the quantification of the abil-
ity of a storage system to cope with ramping and energy flexibility requirements.
In [29], different metrics to describe the envelopes were defined, including maxi-
mal power provision, maximal ramp capacity, energy provision capacity and ramp
duration. The needed flexibility should be located within the envelope (darker ar-
eas in Figure 2-2), otherwise the system would not be able to cope with require-
ments as either the reaction time (ramp) is slower than necessary, or the power
output is too small to satisfy the requirements, or both. Based on [29], the flexibility
of a system can be described using the aforementioned parameters for each time-
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step. One use of this approach is to deal with forecast errors in RES. Some ex-
amples on how ramping deficits affect the power system are provided in [31].

Another model to describe flexibility is the “power node”, concept that was intro-
duced in [32] and [33]. This model describes, in an abstract way, a node in a
power system, which has generation and consumption, as well as a power ex-
change with other nodes in the grid. This model, also known as “tank model”,
characterizes the storage capability as well, as illustrated in Figure 2-3. Additional
to the power injection, consumption or storage, the model considers all inherent
losses related to these processes (e.g. inverter losses, transmission losses), as
well as the losses and capacity limits of the storage systems. On one hand, the
demand/supply side describes how energy is provided to the node (e.g. wind gen-
erators, PV generators) or consumed from the node (e.g. heating, illumination).
On the other hand, the node is connected to the grid, which allows to import or
export power, in order to preserve the power balance in the node.

" storage N
Demand/
Supply Side \____,—/

Storage Level

Grid Side

Provided Energy  m—

Demanded Energy I I Conversion Losses
-—

Energy Waste 4——‘

Storage Losses

Figure 2-3: Power node concept, linking demand/supply with grid and storage capabilities. [32]

The tank model has been widely adopted in the definition of flexibility market
mechanisms in recent years, due to its comprehensive and clear mathematical
formulations. The main benefit of this model is that it allows for the description of
the time-dependent flexibility of a storage system, as the storage capacity and the
state-of-charge are clearly defined. Overall, the tank model allows describing the
operational flexibility of the grid. Nevertheless, it only considers active power,
completely neglecting the impact of reactive power on the grid.

An attempt to include grid constraints in the quantification of flexibility in power
systems, while dealing with uncertainty, results in the “loadability sets” concept.
They represent the “allowable ranges of nodal demand that can be met by a given
power system” [34]. In [35], a method to compute the “feasible region of loadabil-
ity” using an (exact) AC power flow approach is provided. In the end, a non-linear
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OPF is defined and used to characterize valid operation points of a power system.
What is obtained from this model, is a convex polytope® representing the combi-
nation of operation points of the residual load at the buses that do not violate any
grid constraints. This results in an n-polytope, where each dimension describes
the operation points of one specific bus. In [36] and [37] the n-polytopes concept
is applied in the analysis of multi-area power systems. The loadability set shows
which buses have restrictions in the flexibility provision because of grid con-
straints. In the best scenario, when all buses are considered, the resulting poly-
tope (assuming it exists) defines all valid combinations of operation points in the
grid. The model works at a mathematical level; however, it is extremely difficulty
to work with an n-dimensional polytope in an algorithm, and even worse at a
graphical level. The application of this method to accommodate wind generation
was exemplified in [38], though reduced to a small three-bus system, mostly due
to the aforesaid restrictions. Even if this method can consider reactive power ca-
pabilities in its calculations, most published results and analysis focus primarily
on active power.

Capability charts are another method to describe the flexibility potential of power
systems. These are “drawn on the complex power plane and define the real and
reactive power that may be supplied from a busbar during steady-state operation”
[6]. The idea is a century old and was first applied to provide simple graphical
illustrations of the non-linear link between voltage and active/reactive power in
transmission lines. Since then, it has been used to describe the operation of all
kinds of grid elements. In [6], a fully analytical model was provided to compute a
capability chart considering all types of constraints in the grid; however, it was not
until [8], when an OPF-based systematic approach was proposed, and the con-
cept was revived. Based on [8], a capability chart can be used to describe all valid
operation points in the complex power domain when observing from one specific
busbar. Different concepts can be included in the calculation, like the volatility
(and nowadays also controllability) of RES, usage of storage systems, reactive
power compensation, or the simple controllability of conventional generators.

This approach shows some similarities to the loadability concept; however, it
works on the premise that the operation of an entire grid section can be repre-
sented as a generator with a specific capability chart, which depends on the con-
trollable/volatile load and generation downstream. An equivalent model and its
application to the analysis of a distribution grid can be found in [39].

' Generalization in any number of dimensions of the three-dimensional polyhedron. A polygon is
a 2-dimensional polytope. Source: https://en.wikipedia.org/wiki/Polytope
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2.2 Flexibility Providing Units (FPU)

The FPU concept defines any kind of controllable generator, storage system or
controllable load, which is able to change its point of operation in the complex
power domain based on predefined external signals [40]. The concept can be
applied to all types of generators, loads and storage systems; however, it focuses
on representing DER with the ability to provide flexibility to the power system,
while assuming the existence of appropriate control mechanisms. A comprehen-
sive definition of different types of FPU was provided in [29], based on their oper-
ational flexibility provision capability, which leads to the summary of DER that
could be operated as FPU depicted in Figure 2-4.

Flexibility
Providing Units

Conventional RES Controllable Storage Network Assets

Generation Generation Loads Systems

| | Combined Heat L | photovoltaic Residential Battery Tap Changers/

Power (CHP) Loads Systems Switches

— Microturbines — Wind Industrial Loads Elegtrlc Reactive P°.We’
Vehicles Compensation

— Gas Turbines — Biomass/ -gas

Diesel -
Generator — Mini-Hydro

Figure 2-4: Classification of typical DER that can be considered as FPU. [29] [41]

The main characteristic of an FPU is its ability to control its steady-state operation
point, otherwise it could not be considered as a flexible asset, as the volatility of
the primary energy source should not be mistaken for flexibility. This trait varies
among different types of DER, depending mostly on four different factors:

e Primary energy source

e Primary energy converter
e Grid coupling mechanism
e Control mechanism

....................................................... Grid Coupling
| Point
1
! 4
i 4 L
. Primary Energy q ' ; ‘PQ 1 elelelels!
Primary Energy Source iy » Grid Coupling ! P ::::::::::
: S
Y 4 : Grid
1
1
i
1
Controller < "BaU
i
1

Figure 2-5: Grid interconnection scheme for DER.
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The grid interconnection scheme of Figure 2-5 provides an overview of these con-
cepts. The primary energy conversion and the grid coupling depend strongly on
the type of DER and the specifications of each device, as both could be controlled
to adjust the operation point. Diverse grid coupling technologies can be found in
DER, each one with different operational control possibilities:

¢ Induction Generators (IG)

e Synchronous Generators (SG)

e Doubly-Fed Induction Generators (DFIG)
e Power Inverters

Generation based on traditional electrical machines (e.g. SG, 1G) transforms the
primary energy source (wind, sun, water, etc.) into kinetic energy by forcing the
rotor of the generator to turn. The generator then transforms this kinetic energy
into electrical energy, which is directly injected to the power grid. On the other
side, converter interface generators (CIG) are coupled to the grid through power
inverters. These convert the DC typically generated from chemical processes
within photovoltaic arrays, fuel cells or battery storage systems into AC [42]. DFIG
generators are a hybrid between both cases, as a power converter is connected
to rotor of the IG. This provides the IG with additional controllability, due to the
control of the rotor voltage of the |G with help of the power inverter.

In the cases of wind and photovoltaic generation, the volatile primary energy de-
fines the maximal active power output, therefore, directly impacting how much
flexibility they can provide. Modern wind generators are equipped with pitch con-
trollers, which in normal operation they would allow limiting the power output, es-
pecially in high wind situations, therefore, controlling the primary energy conver-
sion. In deloaded operation, the pitch controller would let the WG provide both
positive and negative flexibility, however, this mechanism is not common due to
the excessive wear and tear in the blades. Through the operation of a maximum
power point tracking (MPPT) in solar PV arrays, the amount of electrical energy
extracted from the solar irradiation is optimized. With the remarkable progresses
in the development of power electronics in the last decades, novel control mech-
anisms have been provided for DER, not only allowing the control of active power
injection, but also providing them with reactive power support capability, which
brings them closer to conventional generation. A power inverter adds additional
flexibility capabilities to an FPU; however, inverters are restricted by their own
technical limitations [43].

It has not been trouble-free to incorporate RES into traditional ancillary services
mechanisms, on one side, due to their volatility, and on the other, because their
use cannot be deferred, as the primary energy source cannot be stored, unlike



12 2 Use of Flexibilities for the Provision of Ancillary Services in Power Systems

the fuel of conventional generators. Some solutions to this problem have been
proposed, for example coupling RES with storage systems or by pooling large
numbers of RES. This way, new flexibility options have been developed [25]. The
control of geographically dispersed DER has paved the way to the creation of the
virtual power plants (VPP) concept [44].

In order to support the grid when voltage or frequency unexpectedly deviates from
the set point (i.e. 50 Hz in Europe), DER should be capable of providing instanta-
neous flexibility to the grid, as any conventional power plant would be expected
to do. Based on the grid interconnection point and the size of the DER, specific
local control characteristics are required in order to allow the commissioning and
grid interconnection. In the case of voltage regulation, the reactive power provi-
sion can be controlled using characteristic curves, similar to the ones depicted in
Figure 2-6. These can variate among grid operators, as they need to be adapted
to local grid requirements. For example, in Germany, the interconnection of DER
into LV grids is regulated by VDE-AR-N 4105 [45], setting specific reactive power
requirements. Similar case for the MV level with VDE-AR-N 4110 [46].

Q/P, cos(p)
0.33p 0.950 F
0.33iu F 0.95 |

Figure 2-6: Examples of characteristic curves for DG. (left) Q(U), (right) coso(P). [47]

Besides generators and storage systems, also consumers can be flexible. Differ-
ent types of customers can have entirely different consumption patterns, based
on the types of electrical devices connected and the way they are used. A sum-
mary of different types of loads and some examples for each are given below:

¢ Residential: Houses, apartment blocks

e Commercial: Local shops, shopping centers

e Industrial: Factories, lumber, mining, warehouses, ports, airports
e Agriculture: Farms, both arable and pastoral

e Municipal: Public lightning, traffic lights, water supply

e Traction: Public transport, trains, electric cars

As the main objective of power systems is to serve loads 100% of the time, the
development of flexibility options for loads has been gradual, yet different con-
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cepts have been developed over time. Diverse demand side integration (DSI) con-
cepts have been proposed, ranging from large industrial customers all the way
down to individual appliances within a household. This includes the disconnection
of large loads at the MV/HV level for redispatch or frequency support (5SMW for
MV and 50MW for HV in Germany)?, as well as the load profile optimization of
households [48]. Aggregators have been established to harvest flexibility from
loads by applying DSI methods to large numbers of household appliances and/or
by curtailing/shedding industrial loads [49].

2.3 Vertical Provision of Flexibility for Ancillary Services

The increasing penetration of DER in detriment of the traditional large-scale cen-
tralized power plants (e.g. coal, nuclear) is changing the way power systems are
operated. One worrying aspect of this change is the sustainability of ordinary grid
ancillary services, which are essential to maintain a stable system operation?:

e Congestion management

e Frequency control (primary, secondary, tertiary)
e Steady-state voltage control

e System balancing

e Reduction of technical losses

e Short circuit current

e Inertial frequency response

With the inclusion of DER, the increased controllability of loads and the increased
overall flexibility in the power systems, novel ancillary services are already ap-
pearing or are expected to emerge in the coming years [50] [51]:

e Fast voltage control (primary, secondary and tertiary)
e Black start capability

e Fault ride-through capability (FRT)

e Power quality

e Inertia emulation

e Ramping control

So far, most frequency-based ancillary services (including balancing) are per-
formed exclusively at the TSO level, as it involves the use of large conventional
generators. These services are in most cases market-based and have been well-
structured for years. Congestion management and overall steady-state voltage

2 “Abschaltbare Lasten”, www.bundesnetzagentur.de
3 “EUETS Market Glossary”, www.emissions-euets.com/internal-electricity-market-glossary
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control are steered with bilateral agreements with power plant operators or the
operation of reactive power compensation units. This is expected to change with
the penetration of DER, as the universe of will FPU increase dramatically, forcing
the development of new methods to accommodate the new requirements.

In [2], a comprehensive presentation of the changing energy landscape was pro-
vided, including multi-energy systems, microgrids, electric vehicle charging sta-
tions, demand side management, and virtual power plants. All these new actors
need to contribute to the overall grid stability, requiring entirely new control strat-
egies, at local, centralized, and distributed level. A more precise explanation on
these control strategies can be found in [47].

! !

! !

Multi-Energy Microgrid Electric Vehicles DSI VPP
System Islanding Charging Load Shedding DER
Power-to-X Local Consumption Management Demand Response Storage Systems
Sector Coupling Local Control Vehicle-to-Grid Aggregators

Figure 2-7: Evolving energy landscape with bidirectional power flows due to novel smart grid con-
cepts. [2]

A widely discussed approach involves increasing the cooperation between TSOs
and DSOs, as most new connections of DER are located within DSO grids. In [52]
and [53], five novel TSO-DSO cooperation concepts for the provision of ancillary
services across voltage levels are proposed. The proposed roles have a more
market-oriented focus, in order to allow for the inclusion of so-called flexibility mar-
kets into the operation of grid operators (e.g. USEF#, FLECH [54]). These aspects
involve the vertical provision of flexibility, which is a topic that has been discussed
in, inter alia, [7], [55], [56], [57], and [58]. They describe how the flexibility provided
from FPU located at lower voltage levels could be used to provide ancillary ser-
vices to the upper parts of the grid. In [59], a methodology to meet specific power
transfer standards that allow providing the required ancillary services is described.
These publications join the concepts of aggregated capability charts and provision
of ancillary services, one of the main topics covered in this thesis.

4 https://www.usef.energy/
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2.4 Capability Charts of FPU

Every device connected to the grid, e.g. loads, generators, or storage systems,
either generates or consumes (in steady-state) a certain amount of active and
reactive power. This operation point may change over time due many factors, i.e.
local or global control strategies, changes in primary energy sources, disconnec-
tion from the grid. Regardless of what causes the adjustment, the operation point
should at all times be enclosed within certain limits, which defines stable operating
states of the specific asset. These boundaries are defined as the capability chart
of the component, as seen from the grid perspective. The operation points outside
of the boundaries are either unreachable, i.e. a wind generator (WG) cannot inject
nominal power with less than nominal wind speed, or cause internal problems in
the device, i.e. thermal failure of the components due to overcurrent.

The capability charts concept has been closely associated to traditional SG [60].
The operation of a SG has been studied in depth for over a century now, allowing
to create a very detailed graphical description of its capability chart, together with
the correspondent analytical equations that define the characteristic operation
points. One important aspect of capability charts, is that they can describe the
reactive power capability of DER and its linking to the active power provision. This
chapter describes the capability charts of typical DER and the extension of the
concept to represent the FOR of specific grid sections [9].

°1

Reactive Power Absorbtion from Grid
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Reactive Power Consumption from Grid

Figure 2-8: Four-quadrant grid operation chart based on generation reference system.

2.4.1 Definition of Reference Convention

The capability chart depicts the active and reactive power operation points of a
generator, load or storage system (which can inject and absorb power). The com-
plex power S =P +j-Q, P,Q € R connects both terms. Based on this, a four-
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quadrant operation of DER can be described when required, based on the sign of
P and @, as shown in Figure 2-8. This work adopts a generator-reference arrow
system convention (generation/injection is positive), which is used in this thesis.

2.4.2 Capability Charts of Different Types of DER

Over time, capability charts of different types of devices have been developed as
well, e.g. HVDC systems, wind generators, controllable loads, storage systems
[60]. In some cases, it has been achieved through analytical approaches, while
others have relied on numerical simulation models or empirical models based on
measurements. As stated in [25], “the technological capabilities should be ana-
lyzed separately for the grid-coupling converter and the whole DER unit”. On one
side, the PQ provision of any DER unit is limited by different technical limitations,
which define the capability chart of the unit. On the other side, the device that
interconnects the DER to the grid, e.g. a power converter, possesses its own lim-
itations, additional to the restrictions of the DER unit. In case of inverter-based
technologies, it has been observed that the voltage at the interconnection point to
the grid can have a large impact on the profile and extension of the capability
chart. This subchapter describes the capability charts of different types of DER.

2421 Synchronous Generators (SG)

Synchronous generators have been a key component in power systems since the
very beginning and are currently being used in different types of DER. Their op-
eration has been analyzed for many years, therefore, the construction of their ca-
pability charts is well known and a can be represented through a defined equa-
tions system. The main limitations in the operation of a SG are the stator and rotor
currents, as well as the rated current of the machine. The interconnection to the
power grid imposes additional constraints to the operation of the SG, resulting in
a voltage stability limitation, as described in [6], [61], and [62]. Other factors can
limit the capability chart of the SG, one example is the case described in [61],
which details the impact of the pressure of the cooling gas (Hz in the case of [61]).

The typical capability chart of a SG is shown in Figure 2-9, where the shaded area
corresponds to the FOR, constrained by different construction limitations of the
machine (e.g. rotor, turbine, windings, terminals voltage) [6] [61]. The FOR can
change according to the technology behind the SG, e.g. [63], where a detailed
analysis of the capability chart of combined cycle power plants was provided. The
voltage stability margins may cause the capability chart to become non-convex,
yet in most OPF analysis, it is simply assumed as convex, or even oversimplified
as a rectangle. This effect is observed in other types of generators as well. The
studies of capability charts applied to SG have evolved to the point that they can
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be assessed dynamically based on measurements of the machine and displayed

online, with the possibility to change parameters, as is presented in [5].

A
Q Minimum Rated
Plant Level | Turbine
s k5 Power
5 N Practical
g Stability
=
—_—
FOR p
c
K]
kS
Q
[ Rotor Limit
oL
o
Stator Limit

Figure 2-9: Capability chart of a synchronous generator [6] [61].

24.2.2 Photovoltaic Generators (PV)

Nowadays, photovoltaic generation can be found in every voltage level of the
power grid, as its modular design allows for scaling its size from a few kW up to

several MW. At the distribution level, PV was originally designed to operate with

unity power factor, although this is changing with time, as reactive power provision
could be required from them. An array of PV panels is connected to the grid
through a DC/AC power converter, which also adds the reactive power capability

[64]. Different interconnection topologies of PV are shown in Figure 2-10. The PV

arrays can be connected symmetrical or unsymmetrical to the grid, where the
transformation stage can be done all together or split per phase [65].
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Figure 2-10: Different connection topologies of PV arrays to the power grid. [64] [65]
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The capability chart of a PV generator is mostly defined by the solar irradiance,
the MPPT and the characteristics of the power converter [66]. The power con-
verter is usually rated to support the maximal apparent power of the PV generator,
which results in reactive power provision capability at zero active power injection
levels. Unless the inverter is oversized, no reactive power can be provided at rated
active power injection. The voltage at the terminals of the power converter may
limit the reactive power provision [67] [68]. Additional aspects, like the operation
of the MPPT, of the voltage source converter (VSC) PWM or the ambient temper-
ature can put additional limits to the capability chart [68] [69]. Different capability
charts for PV generators are shown in Figure 2-11.
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Figure 2-11: PV capability charts considering different control mechanisms. (left) Power inverter
technical characteristics [67] [68], (center) Power factor limitation [70], (right) Reac-
tive power limitation [70].
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Figure 2-12: PV capability charts considering limited reactive power control. (left) Unity power
factor, (center) Constant power factor, (right) Q(U)/Q(P) controller.
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In general, PV generators are expected to have a FOR that can be easily mod-
elled using convex polygons, including the simple cases, where no reactive power
control is available or the PV is operated with a constant power factor (e.g. linear
FOR characteristics in Figure 2-12). Additional modelling efforts are required in
cases where the PV has a local Q(u) or P(cos(¢)) controller [47]. In [71], the
operation of a real PV was analyzed, and based on measurements a non-convex
capability chart was constructed. The normal operation of the PV was analyzed,
where the power factor setting of the inverter was self-regulated by a closed-loop
controller. This does not necessarily show all possible operation points that the
PV could achieve if the inverter was controlled differently, just the ones that it
achieves with the use of this particular controller configuration. Even though, it
should be noted that the capability chart concept may include operation points
that the device would not necessarily reach in everyday operation.

2423 Wind Generators (WG)

Wind generators were designed to be controllable from the very beginning, either
to allow an optimal harvesting of wind energy, to provide ancillary services to the
power grid or to protect the turbine from very high wind speeds. Nowadays they
are expected to inject not only active power, but also reactive power, in order to
provide voltage support and FRT capability. Wind turbines can be operated with
fixed- or variable speed, although the second type is the most commonly found
nowadays. A comprehensive description of this technology can be found in [72].
Four traditional WG topologies (defined as Type 1 to 4) are found in literature,
each depicting a different combination of generator and power converter [73].
These topologies provide different capabilities to the WG for injecting active and
provide reactive power support to the grid. Wind generators of Type 3 (doubly-fed
induction generator; DFIG) and 4 (full converter wind turbine; FCWT) are the most
commonly found today, therefore, their flexibility provision capability is detailed
here (Figure 2-13 and Figure 2-14). A summary of different capability charts that
have been derived for DFIG is shown in Figure 2-15.
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Figure 2-13: Type 3 wind generator - Doubly-Fed Induction Generator (DFIG). [72] [73]
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Figure 2-14: Type 4 wind generator - Full Power Converter Wind Turbine (FCWT)). [72] [73]

e DFIG: The capability chart is defined by the active power provision from
the stator and the reactive power based on the frequency of the rotor volt-
age. Both values are coupled through the slip s [74]. The power converter
connected to the rotor of the IG would allow the control of the rotor fre-
quency between 0,75-1,25 p.u. Therefore, the compact power converter
allows for the control of around 30% of the rated power, contributing to a
two-quadrant operation of the DFIG. The voltage at the PCC certainly im-
pacts the capability chart, as it limits the reactive power capability of the
DFIG. The impact of s, the MPPT operation, and the voltage at the PCC.
The operation of DFIG is analyzed in detailed in [72], [75], [76], [77], [78],
and [79]. Reactive power provision of DFIG is analyzed in [80] and [81].
Different DFIG capability charts are shown in Figure 2-15.

e FCWT: The generator is decoupled of the grid by the power converter,
hence the FOR of the FCWT depends mostly on the converter properties.
The converter has usually a larger rated power that the generator, which
allows for reactive power provision at rated active power output. In [82] and
[83], analytical models for the converter voltage limits were derived. These
equations describe how the voltage at the PCC can limit the reactive power
provision of the FCWT. Moreover, power electronics tend to have problems
providing reactive power at low active power injection levels, issue that can
be mitigated with the addition of a STATCOM, either at the busbar or in the
DC loop of the inverter. These effects in the FOR are shown in Figure 2-16.

Each wind turbine type owns a unique set of features, which can vary drastically
among manufacturers, making it hard to derive a single capability chart to repre-
sent every type of wind turbine. Several publications have focused on validating
the static capability charts with more detailed models of wind turbines, e.g. [84],
[85], [86] or [87]. From these, two main conclusions can be drawn. First, the
steady-state operation of the wind generators can be modelled in the complex
power space and can be approximated by a convex irregular polygon. Second,
the voltage at the PCC has a strong influence on the reactive power capability of
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WG and can result in non-convex shapes, although these can be approximated
into convex shapes without losing much generality. However, this is in some
cases strongly dependent on the state of the grid and the control of the WG [88].
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Figure 2-15: Capability charts of DFIG WG. (left) Impact of slip of induction generator [74] [89],
(center) Reactive power limits [90], (right) Impact of rotor voltage stability limits [77].
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Figure 2-16: Capability charts of FCWT. (left) Impact of PCC voltage [82], (center) Reactive power
restrictions of power inverter [85] [91], (right) Added capability of STATCOM [85] [91].

2424 Energy Storage Systems (ESS)

Storage systems have become key components in ADN, especially when it comes
to assisting the control of RES volatility. ESS work by transforming electrical en-
ergy into a variety of other types of energy, which can be stored. A summary of
different methods to store energy is shown in Figure 2-17, where a categorization
based on the form of energy is provided. Comprehensive summaries of ESS tech-
nologies can be found in [92] and [93].
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Figure 2-17: Different energy storage systems, categorized by form of energy (the dark shaded
technologies cannot be considered as DER due to placement constraints). [92]

Many types of storage technologies are in use, yet not all of them can be labelled
as DER. For example, pumped hydro accounts for the largest storage capacity
worldwide, yet the technology is limited by geographical constraints and large
area requirements, therefore, does not fit in the definition of DER. The same hap-
pens to some compressed air plants (e.g. using mining shafts), or hydrogen stor-
age technologies, which require great volumes to store large-scale amounts of
energy, due to properties of Hz. Figure 2-17 characterizes different storage tech-
nologies, and displays which are suited to operate as DER. This means, that those
technologies are more likely to be found connected at the DSO level. However,
plenty of research is being performed to scale down different types of storage
technologies, meaning that Figure 2-17 could change in the near future.

The interconnection of ESS to the power grid depends on the type of technology.
Chemical, electrochemical and electrostatic or electromagnetic systems require
an AC/DC power conditioning system to convert the current when charging and
discharging. Mechanical and thermal units use AC electrical machines (mo-
tors/generators), therefore, they could be directly connected to the grid. A review
on different interconnection topologies of ESS into distribution grids is given in
[94], considering DC and AC technologies and specifying the required power con-
verters for each case. In contrast to other types of generation technologies, there
is not much information available regarding the capability charts of ESS, besides
their ability to absorb and inject active power. As most distributed ESS are con-
nected to the grid using power electronics, they could provide reactive power sup-
port as well, depending on the adopted control system. However, in most cases,
the capability chart is described as a circle, defined by the current limitations of
the power inverter (e.g. [95], [96]), yet as shown in [43], the converter adds addi-
tional constraints, meaning that each ESS should be modelled separately.
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Figure 2-18: ESS capability charts. (left) Full converter rating [95] [96], (right) Different charge/dis-
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Figure 2-19: ESS capability charts. (left) Simplified rectangular approximation [41], (right) Opera-
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2.4.25 Controllable Loads

The behavior of power consumers is stochastic and has historically been seen as
passive, meaning that a reduced number of control mechanisms have focused on
the control of loads. So far, power systems have been operated in a way that
generation tries to match the behavior of the loads as best as it can, meaning that
there always needs to be more generation available than the expected load for a
given time. Load shedding has always been a useful mechanism for grid operators
to overcome critical stability issues in the system (e.g. large frequency deviations),
yet it involves leaving hundreds if not thousands of customers without electricity
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for a large amount of time. This can be limited to a few very large industrial cus-
tomers as well. As an example, in Germany, a minimal of 50 MW should be cur-
tailable in the HV, while in the MV only 5SMW are necessary®. These quantities do
not necessarily need to be provided by single assets, as they can be aggregated.

In recent years, many different methods to model and control an array of flexible
loads have been proposed, yet most of them have focused on regulating thermo-
statically controlled loads, e.g. heating, ventilating and air conditioning (HVAC),
water heaters, or refrigeration systems [97]. These flexibilities could have a note-
worthy impact on the grid by themselves, especially at the industrial level. With
the arrival of smart appliances inside households everywhere, new sources of
flexibility are available as well, e.g. washing machines, tumble dryers, or dish-
washers. The impact on the grid stability of single devices is generally insignifi-
cant, however, when aggregating large numbers of these devices together, the
impact can become meaningful [49].

Electrical vehicles are contemporary controllable loads, which draw plenty of en-
ergy from the grid, especially considering fast-charging solutions. An interesting
aspect of EV is that their charging profile can be controlled, either by switching
on/off, or by adapting the charging power. In vehicle-to-grid (V2G) concepts, they
act as moving ESS, providing temporal and spatial flexibility. As EV charging sta-
tions are not yet properly standardized, their interconnection to the grid and their
controllability can differ drastically between producers. A critical aspect is the
stage at which the AC/DC conversion is performed. In general, just a discrete
change in the charging power is possible (i.e. either charge or not charge), while
just a few charging stations would allow controlling the charging power, if the
power inverter allows it. In most cases charging stations are operated with con-
stant power factor, even if the power inverter would allow reactive power control.

In most cases, a load can just be turned on or off, and its usage can be deferred.
From the discrete behavior of a single unit, a continuous linear approximation of
the aggregated behavior of many loads can be obtained. This was proposed in
[97], where the capability chart of thermostatically controlled loads is derived. The
use case analyzed in [49] focuses on providing flexibility by shifting the aggre-
gated discrete operation of white goods over time. In [98], the capability chart of
an industrial load is constructed, based on measurements. When considering load
profiles, usually for grid planning and operation purposes, a constant power factor
is generally assumed and these measurements validate this assumption.

5 Verordnung Uber Vereinbarungen zu abschaltbaren Lasten (AbLaV), 2016
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Figure 2-20: Capability charts of controllable loads. (left) Simple rectangular boundaries for loads
with highly variable reactive power, (center) Power factor limitations, (right) Constant
power factor and aggregated discrete flexibilities [97] [98].

A set of capability charts representing the operation of controllable loads is pro-
vided in Figure 2-20. This allows for representing the operation of some types of
loads, but not all of them, as the universe of devices supplied by power grids is
enormous. The capability charts of EV, including V2G concepts, can be derived
from the functionality of storage systems, as were detailed in the previous chapter.
In this work, the flexible operation of loads is limited to the given capability charts.

2.4.3 Grid Codes Requirements
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Figure 2-21: PQ grid code requirements in selected European countries. [99] [100]

Plp.u.*
\l =
./ I\
I
I
I
. I
I
-\ y ’I/ -
. /. ol
\\%/
/ =
0

0.5 0.4 0.3 0.2 0.1
Underexcitement

Overexcitement

1 0.2 0.3 0.4 0.5 -
0.2 0.3 0 osle_u_

Grid operators have defined norms for the interconnection of loads and generators
to their grids. Grid codes define, among other aspects, active and reactive power
requirements for DER, usually in the form of capability charts. The diagrams focus
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on limiting the reactive power injection/absorption of the device, by setting strict
Q-limits or limiting the power factor, which DER controllers should respect at all
times. There is a consensus among grid operators on the necessity of having grid
codes; however, the specifications can vary significantly between two different
grid codes. This can happen because of the different grid characteristics, how-
ever, in many cases this happens simply due to historical reasons. Larger prob-
lems arise when the grid codes do not meet modern requirements or expectations.

In [101], a review on grid code requirements in the USA and Europe is given, while
a comprehensive analysis of European grid codes is provided in [99], from which
a more recent update is given in [100]. The strong penetration of WG, PV, ESS,
EV and controllable loads in the grids has forced many grid operators and regu-
lating organisms to update the grid codes in the last years. One special focus has
been given to the reactive power provision by DER (e.g. the evolution of the IEEE
standard on interconnection of DER [102]). The grid codes tend to generalize their
requirements to all types of DER connected.

Usually there are inconsistencies in what the grid operator requests from inter-
connected devices in the power grid, compared to what these devices can actually
perform. One example is given in [84], where operating limits of fixed- and variable
speed wind generators are compared to a 0.95 power factor limit (both lag and
lead). The results show that the analyzed fixed-speed WG could only comply with
the limitations imposed by the grid operator when a capacitor bank is added. Sim-
ilar results were shown in [86] for a wind park in Egypt, describing the necessity
to have an additional STATCOM capabilities to fulfill the grid code requirements.
Grid codes provide general guidelines on the expected capability charts of DER,
which cannot be ensured to be satisfied by every device. When there is no infor-
mation about the true capability of a DER, the local grid code requirements could
be used to fill this gap and adopt the expected model.
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3 Feasible Operation Region of Active Distribution
Networks

The integration of DER in the MV and LV grid levels started with limited controlla-
bility, because of technological (i.e. outdated Type 1 fixed-speed WG have no
external control mechanisms) and economical limitations (i.e. the cost of power
inverter technologies has strongly decreased in the last decade). This is changing
in the present years, as controllability from DER is increasing, both in quantity and
quality. As the number of grid-connected units increases, regardless of the type
of interconnection (power inverter or electrical machine), the complexity of system
control strategies increases accordingly. It is not trivial to develop mechanisms
that can handle distribution grids with a large number of feeders and controllable
devices. In order to alleviate the task, the development of algorithms to produce
aggregated information becomes necessary, so that the computational complexity
of the algorithms, usually in the form of optimization problems, can be reduced.

The first suggestion of using the classical capability charts of SG (as discussed in
Chapter 2.4) to describe the operation of power systems in general was provided
in [6], in 1987. There, the following definition was provided: “The two-dimensional
capability chart associated with a particular busbar can be regarded as being a
single slice of an overall 2n dimensional capability chart for the n busbars that
make up the general power system. This overall capability chart describes all of
the combinations of complex power simultaneously available from the n busbars”.
This is the first known description of what would three decades later became
known as the feasible operation region, or the FOR [7] [14].

In [6], not only the application of capability charts to describe in an aggregated
way the operation of the grid was conceived, but it also offered the first systematic
approach on how to compute the FOR. This process was usually performed in
those days with analytical and graphical representations. By means of a contour
tracing method, a sequence of loci on the power complex plane are constructed,
allowing the application of the algorithm for general use in power systems. One
novelty of the approach is the fact that the grid constraints are also included in the
calculation. The effect of including grid constraints in the calculation, instead of
assuming a simple “copper plate” approach has been comprehensively explained
in [103].

The original method of [6] proved to be effective in the computation of the FOR,
yet computationally inefficient, mainly due to the mixed-integer non-linear optimi-
zation problem that is formulated. Since then, many different researchers have
dedicated their time to develop novel methods to perform this task. The main ob-
jective has been to improve the computational efficiency of the algorithms.
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The objective of this chapter is to provide the reader with a state-of-the-art over-
view of all the different published methodologies to compute the FOR of power
systems. By the time this thesis was being finalized, a comprehensive review on
FOR computation techniques was published in [104], mostly supporting the con-
tents review.

3.1 Feasible Operating Region (FOR)

Different analogies between the operation of power grids and the operation of SG
were made in [6], [9], and [105]. Since then, the capability chart concept was
adopted to be used not only for analyzing the operation of SG connected to the
grid, but also for representing the operation of sections of the grid itself, consider-
ing the impact of these SG connected to it. In [10], it was proposed to use the
capability chart concept to analyze the impact of the grid interconnection of a new
wind park, showing that the method could be applied to multi-bus grids. Later, the
approach was used to show the permissible ranges of power exchange between
two grids, taking the relationship between active and reactive power into account
[11]. The application of the concept into a real power grid was shown in [24], giving
insight on the potential application of the concept in grid planning tasks with TSO-
DSO cooperation in focus.

In [7], the differentiation of the capability chart of single DER units with the one
representing power systems was proposed, hence the capability chart of an ADN
became known as the FOR. This is defined by a set of valid interconnection com-
plex power flows (IPF) of the ADN, which represent the changes in the im-
ported/exported power when FPU change their operation point restricted by their
own capability charts. The FOR concept can be applied to represent valid opera-
tion points of a grid section, however, it can be related to the virtual power plant
(VPP) concept (e.g. [44] and [106]) or to microgrid concepts (e.g. [41]) as well.

It was noted in [14], that the FOR concept was not enough to represent the flexi-
bility potential of a grid, as the time that an FPU requires to change its operation
point is not taken into consideration in the capability charts concept. This is can
be of special interest when considering the problems envisioned with the so
known “duck curve” described in [107] for the California ISO, which describes the
necessity of flexibility with extreme ramping capability to counter the steep
changes in the residual load as solar plants suddenly start and stop injecting
power into the grid at sunrise and sundown. As some FPU can react faster than
others, the FXOR concept was proposed by [14]. The FXOR is contained within
the FOR, as it is a subset of valid grid operation points which can be provided by
FPU with similar reaction time. Operation points located far from the initial value
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will require flexibility from a larger number of FPU and this may include slower
devices. This means that the reaction time to a required change in the operation
point will be slower, limiting the usage of that flexibility for specific ancillary ser-
vices. For example, an FPU with slow reaction time could not be able to fulfill the
prequalification requisites for participation in frequency control mechanisms. The
FXOR concept is also suitable to define the difference between the technically
feasible (time-independent) and the currently available (time-dependent) flexibility
of an FPU, as illustrated in Figure 3-1.

The structure of the FOR and FXOR concepts are essentially similar, i.e. they are
both defined as convex polygons, therefore, for the sake of simplicity, this thesis
will refer to both as the FOR, without losing generality. The FOR is usually the
result of the aggregation algorithm, while a capability chart represents the opera-
tion boundaries of FPU, which are defined either by technical or operational (i.e.
flexibility provision) limitations. However, in some cases the capability chart of an
FPU is also described as the FOR.

P  Aggregation
over time

ov

FOR(t) FXOR(t) [ Feasible Capability Chart (time-invariant)
[ Flexible Capability Chart (time-variant)
-------- Operation Point (over time)

Figure 3-1: Schematic representation of the FOR and FXOR notions applied to an ADN. [108]

One additional use of the FOR jargon is made in this thesis. In a multi-stage con-
cept, where flexibility is aggregated bottom-up, beginning from the LV grids up to
the HV grids, the FOR concept takes a supplementary meaning. A grid section
that can provide flexibility, due to the combined flexibility of the local FPU, is de-
fined a flexibility providing grid (FPG). Therefore, the FOR of this grid section de-
fines the capability chart of the FPG, in order to allow its application in the FOR
computation of the overlayered grid. This mechanism is applied for TSO-DSO co-
ordination in [56] and for microgrids analysis in [41].
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3.2 Approaches to Compute the FOR of Distribution Grids

3.2.1 Analytic Approaches

The study of the operational stability margins of power systems has been an im-
portant research topic for many years, which has resulted in a number of analytical
representations of the power system. Some of these approaches look for the lim-
itations in the active and reactive power injection at specific buses before the grid
reaches the voltage limits or the thermal limits of the power lines. The analytical
analysis of power systems allows to construct the capability chart of a synchro-
nous generator interconnected to the grid, as shown in [10], [109] and [110].

This analysis is illustrated using the simple two-bus model shown in Figure 3-2,
which has a synchronous generator connected to one bus (with an injection of
power defined as S; = P; + Q¢), and the other bus is defined as the slack. Both
buses are connected through a power line with complex impedance Z. Through a
mesh analysis, applying the second Kirchhoff law, the complex current I trans-
ferred through the power line can be calculated, resulting in (3-1). This equation
is rewritten in terms of the complex generator bus voltage U divided in real and
imaginary parts, resulting in (3-2) and (3-3)°. A detailed explanation of the deriva-
tion of these equations can be found in Appendix B. The maximum allowable
power line current is I, while U,,,;,, and U,,,,, describe the voltage magnitude limits
at the PQ bus. The operational limits of the generator are given by (3-6) and (3-7).
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Figure 3-2: Simplified two-bus power system. [10]

The operation point P; + jQ, of the generator, represented as a PQ-type bus in
the two-bus model, is described in (3-2) and (3-3) in the rotated complex generator
voltage reference axis, as shown in Figure 3-3 (left side). The operation point is
bounded by P; . < P; <P; and Qs . < Qg < (g_. - The power line thermal
limit I,;, bounds the maximal transmitted current according to (3-4), while the volt-
age stability limit of the grid is defined as U - cos(9) = 0.5 - E [10]. Both constraints
can be represented in reference to the generator voltage, including the voltage
constraints of (3-5), as depicted in Figure 3-3 (right side).

8 Power line losses are neglected in these equations.
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Sg
E=1-Z+U=22Z+U (3-1)
PG * Z
U-cos(8—9)=E-cos(6) — 7 (3-2)
-Z
U-sin(@ —9) =E -sin(8) — QGE (3-3)
1| < Ien (3-4)
Umin Sus Umax (3'5)
PGmin < PG < PGmax (3'6)
QGmin < QG < QGmax (3’7)
With: E,Ez0° Complex voltage at slack bus (with reference angle)
I Power line complex current
Itn Power line thermal limit
Z,720 Power line complex impedance
Uu,uzy Complex bus voltage
Unin Umax Bus voltage magnitude min. and max. boundaries
P;, Q¢ Generator operation point, active and reactive power

Pomin Pemax ~ Generator active power operational limits

Qemin Qemax ~ Generator reactive power operational limits

As the described constraints are all referred to the same reference frame, the
capability chart results from the intersection of the areas delimited by the con-
straints, which represent the valid operation points of the generator. The result of
this example is shown in Figure 3-4, which can be translated to the PQ cartesian
space by applying the transformations of (3-8) and (3-9). It is noticeable that the
resulting capability chart computed in this way can be non-convex, due to the
impact of the generator voltage in the boundaries of the operation points.

xE—(x*+y? x-E
P= ( ), cos(8) — ——-sin(0) (3-8)
VA Z
xE—(x*+y? E
Q= ( ), sin(0) + Yz, cos(6) (3-9)
Z Z
With:  x,y Operation point in complex voltage reference frame

P,Q Operation point in complex power reference frame
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Figure 3-3: Operational and stability constraints of two-bus system in the complex voltage refer-
ence frame. (left) Generator operational limits, (right) Grid constraints. [10]
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Figure 3-4: Capability chart of synchronous generator considering grid and generator constraints.
(left) Complex voltage reference frame, (right) Complex power reference frame. [10]

In [109], the resulting capability chart for the two-bus system is contrasted with
Newton-Raphson power flow (NR-PF) calculations for different operation points
(Pg, Q;) at the PQ bus. The valid operation points showed to be confined within
the computed area, hence validating the model for this simple example. Based on
[10], this analytical method could be extended to analyze the integration of a sin-
gle generator in larger grids. This is performed by replacing the slack bus and the
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power line of Figure 3-2 with a Thévenin equivalent of the grid, which can be cal-
culated using equations (3-10) to (3-12)”. The voltage in the Thévenin equivalent
is computed according to the vectors of the higher and lower voltage solutions (Uy
and U,) at the corresponding bus. Nevertheless, supplementary corrections are
required to allow a proper representation of aggregated generator limits, as de-
scribed in [10].

2 2
\Un|” = |0
UH YL
Ury = W (3-10)
Yn— Yy
|Un||Us
Zri = (3-11)
P+ 02
Ory = tan™? (%) — 9y =9, (3-12)
Pg
With:  Upy Magnitude of Thévenin equivalent voltage

Zry, ZrytBry - Complex Thévenin equivalent impedance
Uy, Uy29y Highest complex voltage at PQ bus

U, Uy 29, Lowest complex voltage at PQ bus

Analytic methods are not the best approach to analyze the impact of several FPU
scattered over a larger grid, as the grid equation systems can become extremely
complex when the number of buses increases. This motivates the development
of other types of methods to assess the FOR of power systems.

3.2.2 Geometric Approaches

The FOR of a power system results from the addition of the single capability charts
of the FPU. These polygons are represented as a set of vectors in the R? space,
where each vector is a vertex of the polygon. The Minkowski sum® (or dilation
operator), is a mathematical method used to perform the addition of two or more
polytopes [111]. The mathematical formulation for the addition of two polytopes
P; and P, is provided in (3-13). The operator performs the sum of all vectors de-
scribing the vertices of both polytopes. A key property for its application in the
computation of the FOR is that the convex hull operation applied to the Minkowski
sums of two polytopes is a commuting operation, as described in (3-14) [111]
[112]. This means that the order of the polytopes does not affect the result. A

" The norm of a complex number X = a + jb is defined as |X| = Va2 + b2

8 Minkowski sums can be applied to both convex and non-convex polytopes, however, the com-
plexity of the algorithm strongly increases with non-convex polytopes.
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simple example of the addition of two polytopes using the Minkowski sums is
shown in Figure 3-5, including the commuting property of the operator.

P, @ P, = {py + p2Ip, € P, Ap; € P} (3-13)
conv(P; @ - @ PB,) = conv(P,) ® --- @ conv(B,) (3-14)
With: Py Polytope in R?

conv(P) Convex hull operator applied to polytope P

COTlU(Pl D Pz) COTlU(Pz @ Pl)

A .Conv(PZ) . .

Figure 3-5: Example of the Minkowski sum of two convex polytopes. Due to the commuting prop-
erty of the convex hull operator, the resulting polytopes are identical. [112]

In[97], [113], [114], [115] and [116], Minkowski sums are applied to the FOR com-
putation. The complexity of the Minkowski increases with the number of FPU and

the number of vertices of each capability chart, as the possible combinations of
vectors increases exponentially. Therefore, in [97], a method to decrease the
complexity was proposed, in which the polytopes are approximated to polygonal
shapes with reduced number of sides (e.g. squares or hexagons). The approach
makes good use of the general properties of polygons to perform the calculations,
simplifying its implementation. Additionally, it provides an alternative to include
discrete FPU models, i.e. switching a thermal load on and off, into the computation
of the FOR. The main disadvantage is that the impact of the grid impedance and
the grid constraints in general cannot be integrated into these methods.

3.2.3 Random Sampling Approaches

A method to compute the FOR of radial distribution grids based on Monte-Carlo
simulations was proposed in [21]. In the algorithm, random operation points within
the capability chart of each FPU are obtained and included into a load flow calcu-
lation, from which the IPF of the grid is computed. Each IPF is validated to see if
the grid state that defines it is valid; all grid constraints need to be respected. If
the IPF violates at least one constraint, it is marked as non-valid, otherwise it is
defined as valid. After evaluating the validity of all randomly obtained IPFs, the
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FOR is obtained by applying the convex hull operator to all valid IPF. This random
sampling (RS) approach has been subject of plenty of research in the last years.

Modern load flow algorithms, together with modern computers, makes it possible
to perform large amounts of load flow calculations in reasonable time. This makes
the adoption of such RS methods to compute the FOR of interest, especially due
to their relatively simple implementation. The following subchapters provides the
mathematical description of the method in connection to convex FPU capability
charts, for its application to radial distribution grids. Then, it is demonstrated how
different probability distribution functions (PDF) for the selection of random FPU
operation points can have a large impact in the shape of the assessed FOR.

3.2.31 Load Flow Calculation Considering FPU

The RS approach described in this subchapter is an adaptation of the model pro-
posed in [21]. The complex power s; = p; + j - q; injected at each bus i € B (where
B contains all buses in a grid) can be expressed in polar coordinates as in (3-15)
and (3-16). These equations depend on the complex nodal voltages u; = u; - e/

and the complex branch admittances Yij = Yij " e’ %1 (from which the admittance

matrix Y is built). The nodal power balance in normal steady-state operation is
described by the non-linear equations (3-17) and (3-18), which shows the differ-
ence between the expected and the calculated (from (3-15) and (3-16)) complex
power at bus i [117].

In [21], the complex power of an FPU is explicitly added to the power balance
equations as a random variable between 0 and 1. The model described in this
subchapter differs from the one in [21], as the active and reactive power operation
points ({pFPU‘f, qFPU,f} € R) of a given FPU f are considered as independent ran-
dom variables and added directly to the nodal balance equations, and not through
an additional variable. Consequently, the complex power at any bus i is divided
into a flexible and a non-flexible share, depending on what is connected to that
bus. The non-flexible share represents the aggregated operation points of all non-
flexible resources, while the flexible share includes all the FPU. In contrast to [21],
which limits the FPU operation to just rectangular capability charts, the model de-
scribed here allows using any type of convex capability chart for the FPU, as was
described in the previous chapter.

The load flow problem seeks for a solution of the non-linear power flow equations,
meaning the complex bus voltages i; that solve Ap; = 0 A Ag; = 0, Vi. Applying ii;
to (3-19) and (3-20) permits the computation of the branch flows through all
branches in the grid. The IPF, which is the power flowing through the slack bus of
the grid, is included in those equations. The process is repeated a predefined
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number of times (generally in the thousands or millions of repetitions), each time
using new randomly selected operation points. After each load flow computation

is performed, it is validated if the branch flows are located within the boundaries
set by (3-21) and if the magnitude of the voltages i; are located within the limits

defined in (3-22). An IPF is tagged as valid if each one of the grid constraints is
respected, otherwise it is tagged as non-valid. In the end, a cloud of valid and
non-valid IPF is obtained in the complex power domain. The FOR can be defined
as a polygon that encloses a given set of valid IPF. Though, in general, the FOR
is defined as the convex hull of all valid IPFs.

n
pi(wI9) =w 'Z)’ij ‘- cos(9; — 6;5) (3-15)
j=1
n
qi(w,9) =y 'Zyij ‘- sin(9; — 6;5) (3-16)
j=1
Ap; = Prix; + Z Preuy — Pi(w,9) (3-17)
fEF;
Agi = qrixi + Z qrpur — qi(W,9) (3-18)
fEF;
pij =Uu;- le ' (ui . COS(gij) — u]' ' COS(19L']' — 91])) (3-19)
qij =U;- yU ' (ul- ' Sln(—eu) — uj ' Sin(ﬁi]’ — 91])) (3-20)
Pl + ai) < S{jmax (3-21)
ui,min < u; < ui,max (3'22)
With:  p;, q; Calculated active/reactive power injection at bus i
Pij» qij Calculated active/reactive power flow from bus i to bus j
Ap: Ad: Mismatch between specified and calculated active/reactive power
P, 84; injections at bus i
y40;j Complex admittance of branch connecting buses i and j
Uu; Voltage magnitude at bus i
¥;j =VY; —9Y;  Voltage angle difference between buses i and j

Pfix,i» Qfix,i

F
Prpu,fr4rpu,f
ui,min' ui,max

Sij,max

Sum of non-flexible active/reactive power consumption at bus i
Set of FPU connected to bus i

Flexible active/reactive power consumption of FPU fin F; at bus i
Min. and max. voltage magnitude at bus i

Max. apparent power of branch between buses i and j
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3.2.3.2 2D-Distributions for Random Sampling

The capability chart of an FPU f is generally simplified as a rectangle in the com-
plex power domain, bounded by ppin < Prpyf < Pmax @Nd Gmin < Grpuf < Tmax-
Within these boundaries, random values for pgpy s and qgpy  are selected using
different PDF. Different types of two-dimensional PDF can be found in literature
related to the FOR computation. A Uniform PDF has been used in [7], [14], or [21],
while [118] proposes a Normal PDF, and [119] makes use of a Beta PDF. What
can be noticed in these cases is that the PDF used for the selection of the random
FPU operation points has a noticeable impact in the resulting FOR, as the IPF
strongly depends from the combinations of FPU operation points.

To assess the real boundaries of the FOR, it is necessary to explore combinations
of operation points located at the edges of the FPU capability charts. These com-
binations are more likely to result in extreme FOR points, as was observed in
[119]. In a most extreme case, combinations of only the vertices of rectangles can
be obtained by applying a Rademacher PDF®, which resembles a Beta PDF'° with
a,f < 1. Using the Rademacher PDF resembles the use of the Minkowski sums,
as shown in Chapter 3.2.2. As prpy r and qrpy s are independent random variable,
a bivariate heat map can be obtained from applying the described PDFs. The two-
dimensional Normal, Uniform, Beta and Rademacher are shown in Figure 3-6. In
the case of the Uniform PDF, all points within the boundaries have the same prob-
ability to be selected, hence the almost monochrome heat map.

It was shown in [119] that using a Beta PDF can help improving the assessment
of the FOR compared to the Uniform PDF. In [108], this analysis was extended to
the Normal and Rademacher PDF as well. The main findings in both papers is
that the quality of the assessed FOR can be greatly improved by considering a
PDF which focuses on the corners of rectangular FPU limits instead of the drawing
operation points located in the center of the capability chart. All described PDF
can be expressed with analytic equations, which eases their practical implemen-
tation; however, such continuous PDF are difficult to obtain for other FPU shapes
different than a rectangle, especially when it comes to irregular convex polygons.
This requires the development of alternative methods [108]. As was the case for
the rectangular boundaries, the proposed PDF also focus on providing random
operation points located closer to the vertices of the polygons.

® The Rademacher PDF is a discrete probability distribution where a random variate x has a 50%
chance of being +1 and a 50% chance of being -1.

a-1.(1_\B—
10 The Beta PDF is defined as: f(x; a, B) = —— t(a-x)pt

fol u®=1.(1-w)B-1du
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Figure 3-6: Heat maps of four different rectangular bivariate PDF. (left to right) Normal, Uniform,
Beta, and Rademacher PDF. [108]

Two novel approaches were proposed in [108] with the objective of replicating the
bivariate Beta and Rademacher PDF and allow their application to generic convex
polygons. In the first approach, a discrete two-dimensional PDF is constructed
based on the histogram of a discretized image containing a polygon. Each bin (i.e.
pixel) containing the polygon is given a weight larger than zero, while the bins
outside of the polygon always have a weight equal to zero. The weights of the
bins are obtained by reconstructing the polygon using circles. Similar to the Beta
PDF, the vertices of the polygon have the highest probability density, while the
probability of returning a point in the center of the polygon is almost neglectable
(but not zero). The algorithm is based on the proposal of [120] and the Medial Axis
concept depicted in [121]. An example of the usage of the histogram-based PDF

is shown in Figure 3-7.

100 100 max
:<_ 50 &. 50
> >
4 4
C @ 3
-50 -50 min
0 50 100 150 0 50 100 150 0 50 100 150
P/ kW P/ kW P/ kW

Figure 3-7: Generation process of bivariate PDF for irregular polygons from a histogram.
(left) Medial axis and inscribed circles, (center) Constructed PDF from weighted topo-
logical map, (right) Resulting heat map of random samples. [108]

The second approach mimics the Rademacher PDF, allowing its use in polygons
with more than four vertices. Applying the RS method using operation points of
each FPU located only at the vertices of their capability chart would allow for in-
creasing the size of the assessed FOR, as a larger number of extreme load/gen-
eration scenarios can be assessed. In [108], two variations of this approach were
presented, which are described as follows:
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Figure 3-8: lllustration of the two proposed approaches for the selection of random samples con-

sidering only combinations of vertices; vertices reduction and quadrants partition [108].

Vertices Combinations: This method is based on the reduction of the ca-
pability chart of an FPU (denoted as F) to contain only the vertices v of
the convex polygon (assuming F has at least two vertices). All other FPU
operation points are neglected, both the interior ones, as well as the ones
located at the edges of F. The algorithm selects one random vertex from
vy of each FPU F in the grid uniformly. The process is repeated N times,
resulting in N vectors, each with one random sample from each F. The
process resembles the Rademacher PDF, yet allowing for more than just
two discrete states. The usage of the algorithm is illustrated in Figure 3-8
(left half). Some operation point combinations defined in v+ would not lead
to maximal or minimal load/generation scenarios (e.g. min Py, /max Pjyqq
or max Py, / min P,q4), hence the approach would generate IPFs placed
in the interior of the FOR, instead of expanding its area.

Quadrants Partition: The method focuses on matching operation points
that aim into the same direction in the complex power space. This is
achieved by dividing the vertices v+ into four quadrants (I to 1V) as shown
in Figure 3-8 (right half). The quadrants are limited according to the maxi-
mal and minimal values of Pr and Q#, both inherent to the shape of F. The
four extreme points are automatically assigned to the two quadrants they
divide. The result is a partition of the vector containing all vertex v¢ into
four different vectors vz ;_,,, VF. The algorithm proceeds to obtain random
samples of vertices contained in each of the quadrants. From each quad-
rant, 25% of the total samples are obtained, resulting in N total samples.
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The RS approach then combines random samples from the same quadrant
for each FPU. This approach is similar to the objective functions of the OPF
defined later in Chapter 4.2.9, where it is intended to expand the shape of
the FOR as much as possible in one single direction at a time.

3.2.4 Optimization Based Approaches

An attempt to generalize the computation of the FOR of a power grid was made
in [8], [9], and [105], with the formulation of an optimization problem to assess the
capability of a power system. The formulation of the optimization problem resem-
bles other traditional OPF approaches, only with a different objective function, as
no operation costs were considered. As the grid constraints are included in the
optimization problem, this would be a security constrained optimal power flow
(SCOPF). However, as stated in [122], nowadays it makes no sense to formulate
an OPF and not include the grid constraints, meaning that there is no need for the
SCOPF concept anymore, as it is already contained in the OPF definition. There-
fore, this work assumes the inclusion of grid constraints within the formulation of
any OPF, including, but not limited to, voltage and branch loading limits.

In optimization-based approaches, solving an OPF results in a single vertex of the
FOR. Therefore, an iterative process to assess the FOR was introduced in [8],
where the active and reactive power participation factors of system loads are mod-
ified, changing the direction of search in the PQ cartesian plane. After repeating
the process several times with different parameters, enough boundary points can
be achieved and the FOR can be constructed.

A variation of the OPF problem was presented in [11], which permitted the inclu-
sion of control techniques of DER into the problem, e.g. Volt/VAr control. Addi-
tionally, a transformer with line-drop compensation is considered. The objective
function is adapted to optimize the reactive power exchange at the grid connection
point, paying attention to the control strategies. The same optimization approach
is applied in [12] to compute the reactive power provision potential at the intercon-
nection point. An OPF approach is applied in [13] and [123] to compute the capa-
bility chart of a microgrid. The objective function controls the active power flow at
the interconnection point, while the internal losses in the microgrid are minimized.

This chapter describes how the IPF located at the edge of the FOR can be as-
sessed by solving an OPF problem. The OPF can be formulated according to the
aforementioned proposals, however, the different objective functions can be sum-
marized into a single global function. It is logical that the FOR cannot be assessed
in a single step, therefore, an algorithm to iteratively explore the FOR boundary
solving several OPF is at all times necessary. Many different concepts to optimize
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the usage of the OPF in order to assess the boundary points of the FOR have
been proposed in [22], [103], [124], and [125], some of which are discussed in this
chapter as well. As an alternative to classical OPF approaches, a stochastic opti-
mization approach is proposed in [126] with the focus of controlling the power
exchange at the TSO-DSO interface.

3.241 General formulation of an OPF

An OPF is an optimization method that considers the power flow equations. The
goal is to find an optimal operating level of a power system that satisfies the se-
curity constraints (e.g. nodal voltages, branch loading limits, capability chart of
synchronous generators or DER, cost functions, voltage controllers). The con-
straints are formulated as a set of equalities and inequalities, which can be linear
or non-linear. The general formulation of an OPF is shown (3-23). In standard
OPF problems, the state vector x contains the nodal voltages u; of the grid, as
well as other desired decision variables, conditioned to the overall goals of the
OPF. For the assessment of the FOR, state vector x includes the operation points
of the FPU f (Prpy r and Qrpy ¢) @s well, as their capability charts are what defines
the shape of the resulting FOR. The operation of an OLTC transformer could be
included in x in the form of a discrete tap position or a continuous transformation
ratio (e.g. [22] and [124]). Yet, it was shown in [23] that including the tap position
as a decision variable can produce a false FOR.

Cineq(x) <0
Ceq(x) =0
mxin f(x) 5.t {Aineq " X < bineg (3-23)
Agq " X = beq
Xip S X < Xyp

With:  f(x) Objective function
X State variables vector

Cineq(x*)  Non-linear inequalities

Ceq (%) Non-linear equalities

Aineq Matrix with left-hand-side of linear inequalities
bineq Vector with right-hand-side of linear inequalities
Aeq Matrix with left-hand-side of linear equalities
beq Vector with right-hand-side of linear equalities

Xubr X1b Upper/Lower boundaries of vector x

The power flow problem was already defined in equations (3-15) to (3-20). To
define the OPF, equations (3-17) and (3-18) need to be rewritten as equalities. As
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p;(u,9) and q;(u,9) are non-linear functions, the optimization problem is non-lin-

ear as well.
Agq; = prixi + Z Prru,s —Pi(w,9) =0 (3-24)
fEF;
Ag; = Gfixi + z qrpu,r — (W, ¥9) =0 (3-25)
fEF;

Grid constraints are added as inequalities in the form of (3-21) and (3-22), while
the FPU constraints are represented, initially in a simplified form, as rectangles in
the complex power domain:

PrpU,fmin < Prpu,f < PFPU,fmax (3-26)

qrpu.fmin = qrru.f < qrpU,f,max (3-27)

In [22], [123], and [125], the objective of the OPF is to optimize the power flow at
the interconnection point of the distribution grid with an overlayered grid. This
power flow was defined as the IPF in the previous chapter. The following general
formulation of the objective function is then provided:

f(X) = a- Plpp(x) + ,B ) qlpp(x) (3'28)

f(x) =a - pir+ B qer
B =tan(p)

Objective Function

max f{(x)

Optimal Solution
y=-1

min f{x)

Figure 3-9: Usage of the OPF objective function with values of parameters a and B and the as-
sessment of boundary points as minimization and maximization problems.

The IPF is contained in (3-19) and (3-20), when considering the single branch
connecting the slack bus to the grid (e.g. a HV/MV transformer) or the sum of all
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branches connecting to the slack bus (e.g. LV feeders). Both parameters a and
allow controlling the direction in which a boundary point of the FOR is searched.
Figure 3-9 provides a schematic representation of the objective function in rela-
tionship to the FOR. For each combination of @ and f3, the search direction (blue
arrow in Figure 3-9) would rotate, meaning that a proper parametrization would
allow exploring the FOR in all 360°. In optimal scenarios, each new OPF is solved
with a different parametrization of the objective function. This requires developing
techniques which optimize the usage of the OPF when assessing the FOR.

3.24.2 Review of OPF-based Algorithms to Assess the FOR

Numerous OPF-based algorithms for the assessment of the FOR of radial distri-
bution grids have been proposed in the last years. Some variations of OPF-based
approaches are introduced in [9], [22], [55], [123], [124], and [125]. The common
goal is to solve a non-linear OPF. At the same time, these methods provide sev-
eral techniques to apply the OPF to assess the entirety of the FOR. As the real
shape of the FOR s initially unknown, iterative processes are required to recon-
stitute its shape in the best possible way, which results in the approximation of the
FOR through a convex irregular polygon. It is assumed that a convex solution
space will be obtained, since both the FPU and the grid constraints are convex
[127] [128]. This statement may become invalid if the FPU boundaries are
deemed as voltage dependent [86] [129].

If the FOR is indeed assumed convex, considering aforesaid restrictions, the sim-
plest approximation is given by locating the four extreme values of the perimeter
using (3-28) with the combination of parameters shown in Table 3-1. By obtaining
the four extreme IPF, a rough approximation of the FOR can already be achieved,
as it can be represented through a rectangle, as shown in Figure 3-10 [22] [23].

Table 3-1: Parametrization of equation (3-28) to obtain four extremes FOR boundary points™.

Parameters
IPF a B
Pmax -1 0
Pmin 1 0
Qmax 0 1
Qmin 0 -1

" In this chapter, the notation P and Q describes FOR boundary points in the complex power
domain. For example, P,,;, describes the boundary point defined by the minimal active power
value, while Q,,;, describes a point with the minimal reactive power value.
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Figure 3-10: Rough approximation of the FOR by a rectangle defined by the four extreme IPF.

The representation of the FOR through a rectangle provides a simple and practical
solution to the problem at hand, yet it usually overestimates the valid operation
region. This can be improved by increasing the amount of FOR boundary points
explored. Both [11] and [55], propose optimizing the reactive power flow g, using
constant values of the active power flow p,pr, as illustrated in Figure 3-11. The
values of p,pr are in this case obtained from time-series of the DER active power
injection. A similar proposal is found in [123], where the objective function focuses
on the optimization of p,pr for constant reactive power transfers q;pr.

Q4

Prmax

oY

Figure 3-11: FOR assessment with constant active power flow p;pp. [11] [55].

In [124] and [125], both the active power and reactive power flows (p;pr and q;pr)
are optimized sequentially. Based on the extreme values, P,,;,, and B, a lattice-
based search is performed with discrete increments of p;pr, and for each value
the OPF is solved. This way the boundary points Q,,;, and Q,,,, are obtained.
Then, the process is repeated, only this time the OPF is solved with constant re-
active power values, as shown in Figure 3-12. A smaller discretization of the steps
allows to improve the quality of the assessed FOR, at the cost of performing ad-
ditional OPF, which increases the running time of the algorithm.
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Figure 3-12: Lattice-based FOR assessment approach. (left) Optimization with constant active

power exchange, (right) Optimization with constant reactive power. [124] [125]
A different approach was proposed in [9], [103], and [127], where the active power
exchange p,pr is optimized with a constant power factor ¢ (q;pr = pipr - tan(¢)),
therefore, placing a linear dependence between p,pr and q;pr. This results in a
search for boundary points in a straight line in different directions from a specific
initial operation point, as depicted in Figure 3-13. Generally, the origin is used as
the initial operation point, from which the search begins. However, there are some
situation in which this method would not work properly, especially when the FOR
does not include the origin of the complex power domain.

Q

Figure 3-13: FOR assessment with constant power factor. [9] [103]

In [22] and [23], two approaches were proposed which combine the aforemen-

tioned lattice-based and constant power factor methods, making full use of (3-28).

In the approach of [22], the first step involves assessing 8 FOR boundary points
7'

—} The ex-
8

T 2m 3m
‘g’ 8’8
treme values Q,,;, and Q,,,, are obtained in this step. In the second step, an
iterative process takes place, in which the OPF is solved with constant reactive
power values. In this iterative process, a new constant value for q;pr is obtained

by averaging the reactive power value of two already assessed adjacent boundary

are with constant power factor values defined by ¢ = {O
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points (% (Q; + Qi+1))- The process is illustrated in Figure 3-14. The results are

refined iteratively, and each iteration adds new boundary points, which are also
considered in the computation of the next iterations. The process is repeated, until
the Euclidean distance between all neighbors is small enough.

Figure 3-14: Combined FOR exploration approach. (left) Optimization with constant power factor,
(right) Optimization with constant reactive power. [22].

Figure 3-15: Iterative FOR exploration approach based on self-adaptive tangent lines. [23]

The ICPF algorithm of [23], proposes to iteratively increase the size of the as-
sessed FOR by directly optimizing the parameters « and g in (3-28). The objective
function of the OPF is defined as the tangent of the contour of the FOR. This
requires an initial assessment of four extreme boundary points based on Table
3-1 and connecting these points with straight lines (blue lines in Figure 3-15).
Each line represents a tangent of the FOR, which is defined through the four initial
points, and they are modelled based on (3-28), for which specific values for « and
B are computed. The OPFs are solved again with the new objective functions and
these are used to obtain a new set of boundary points (blue markers in Figure
3-15), by performing the optimization in the orthogonal direction of the tangents.
The process is repeated iteratively including all the newly assessed (magenta
lines and markers in Figure 3-15), until convergence is reached. Two possible
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stop criteria have been proposed in literature, on one side, the Euclidean distance
from two adjacent points in the FOR, and on the other, the angle difference be-
tween two adjacent internal corners of the FOR.

All the aforementioned procedures have in common that they solve an OPF with
(3-28) as objective functions. The difference between them lies only in the para-
metrization of @ and S. In the end, each algorithm results in a piecewise linear
approximation of the FOR, however, for the same scenario, the different search
procedures can lead to different FOR. The following is a summary of the main
aspects of the presented methods:

e Number of Iterations: In [11], [55], [124], and [125], the granularity of the
mesh in the lattice-based algorithms needs to have to be defined in ad-
vance, as the methods are not self-adaptive. A finer mesh would lead to an
increase in the number necessary OPF that need to be solved, in most
cases leading to many avoidable iterations which do not provide additional
information that allow increasing the size of the FOR. This issue was tack-
led in the iterative approaches of [22] and [23], which optimized the number
of necessary OPF, as they constantly adapt the parametrization of (3-28)
to the shape of the FOR. In contrast to lattice-based methods, where the
number of iterations is fix, the iterative ones require explicit break criteria,
which need to be carefully selected.

¢ Resulting Shape of FOR: The shape of the FOR is defined by all the de-
fined convex constraints. Linear constraints will result in a FOR with sharp
edges. The convexity of the FOR depends directly on the type of con-
straints in the OPF, and the modelling of the power flow equations. If the
FOR has vertices with straight or acute internal angles, this poses addi-
tional challenges to iterative approaches, as they may reach repeatedly to
the same IPF, requiring additional procedures to break the algorithm in
case of non-convergence [23].

¢ Impact of Initial Operation Point: Some methods are sensitive to the ini-
tial operation point of the grid and to the location of the FOR in the cartesian
plane (e.g. [9] and [103]). Generally, the initial operation point should be
located within the FOR. Cases where the FOR does not contain the origin
of the complex power domain should be further studied.

e Computational Time: The outcome of [23] was a significant time reduction
in the FOR calculation compared to the Monte-Carlo method in [21]. How-
ever, this was the only publication referring to the computational time issue.
In general, OPF methods are faster than Monte-Carlo methods, however,
the type of OPF (e.g. linear or non-linear) and the number of iterations, are
the key factors that define the computational time of OPF methods.
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4 Fast Computation of FOR with Linear Optimization

4.1 Method Objectives and Differentiation

A comprehensive summary of methods that allow assessing the FOR of radial
distribution grids were introduced in the previous chapter. Most of them have been
published just in the recent decade. A shared concern among these publications
has to do with the computation time required to obtain the FOR, which in some
cases can be excessive, i.e. [7], [23], [24] and [130]. Whereas long computation
times may not be critical for long-term power system planning processes, it makes
these methods unsuitable for the operation of power systems, where time-critical
decisions need to be made and extremely complex and time-consuming methods
are not helpful.

This acted as the main motivation for the development of a novel FOR assess-
ment method throughout this thesis, the Linear Flexibility Aggregation (LFA)
method, with the following goals:

e Minimize required computation time

e Assess radial distribution grids with large numbers of buses and FPU
¢ Include grid constraints

e Consider non-rectangular capability charts of FPU

The main innovations of the LFA method proposed in this work are the formulation
of an entirely linear OPF problem to solve the FOR problem, including a linear
power flow model and a set of linear constraints of the grid and the FPU. On one
side, solving a linear OPF offers a remarkable reduction in the computation time,
compared to non-linear optimization problems. On the other, according to [127]
and [128], an OPF defined by a set of convex linear equalities and inequalities
would lead to a convex solution space, critical for the overall optimization of the
method. Additionally, this new method optimizes the search procedure of bound-
ary points of the FOR and bounds the number of OPF that need to be solved,
hence, allowing for an overall reduction of the computation time.

The way in which the LFA approach is defined allows for the assessment of larger
radial distribution grids, with large numbers of FPU. This provides for a solution to
an aspect that strongly affects the quality of the FOR provided by random sam-
pling methods and greatly increases the complexity and running time of non-linear
OPF methods, as is shown later in Chapter 5. Consequently, the LFA method
provides a reliable and efficient tool to compute the FOR. The reduction in the
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computation time allows for the development brand new tools and decision-mak-
ing mechanisms for the planning and operation of power systems. Some of which
are described later in Chapter 6.

This chapter provides a comprehensive explanation of the LFA method, including
the description of the linear OPF model in 4.2. Then, 4.3 presents linear capability
charts for FPU, based on the diagrams in Chapter 2.4. The validity of the proposed
method and the impact of the grid topology in the results is discussed in 4.4. This
chapter closes in 4.5 with an approach to couple the FOR computation with time-
series of power injection and consumption.

4.2 Linear OPF-based Method to Compute the FOR

An OPF is a non-linear and non-convex problem by nature, due to the definition
of the power flow equations. This type of problem is classified as NP-hard, mean-
ing that the solution is not trivial and that a result cannot always be obtained in
polynomial time. Yet, the most critical aspect is that a global optimum cannot al-
ways be ensured [122] [131] [132]. Such issues have been studied for decades
and different solutions have been provided, each one suitable for a specific use
of the OPF. The first concern that needed to be solved, is to ensure the conver-
gence of the optimization, which usually comes at the cost of reducing the preci-
sion of the result. This can be performed by providing a convex relaxation of the
constraints and/or by linearizing the grid model [132]. A comprehensive explana-
tion of the impact of a convex relaxation in OPF problems is provided in [131].

This has given place to many different alternative proposals of OPF computation
methods. One example, is the DCOPF, which approximates the power flow equa-
tions by neglecting reactive power flow [117], commonly used for market-based
analysis in transmission grids (assuming X > R). In LV grids, the DistFlow ap-
proach is commonly used, which proposes a decoupled calculation of active and
reactive power in an iterative way, although only applicable to radial grids [133].
Both these approaches to simplify the power flow problem cannot be properly
applied to distribution grids, where X/R = 1, because most of the simplifications
do not hold anymore.

There are several methods to solve non-linear power flow equations systems.
Many of them, including the traditional Newton-Raphson method, postulate itera-
tive solutions of the linearized equation system. The same principle can be applied
to the development of the OPF necessary to compute the FOR. The linearization
of the power flow equations follows two different objectives simultaneously. On
one side, it helps ensuring the convergence of the OPF problem [127] [128], while
on the other, it helps reducing the computational complexity, as solving a linear
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optimization problem can be much simpler than solving a non-linear one. This
chapter describes the construction of a fully linear OPF approach that can be used
to compute the FOR.

4.2.1 General Formulation of a Linear OPF

The purpose of a linear optimization problem is to calculate a vector x that mini-
mizes the linear objective function f(x) described in (4-1). The solution needs to
satisfy a set of linear restrictions in the form of equalities and inequalities formu-
lated according to (4-2). If the restrictions are convex, the feasible region contain-
ing all solutions of the OPF should be confined within a convex n-polytope. If the
objective function is convex as well, the local minimum will be equal to the global
minimum, meaning that the solution is unique [128]. The linear OPF can be de-
fined similarly to the non-linear OPF described in (3-23).

f)=cT-x=ci-x1++c, %, (4-1)

Agq "X = beq

min f(x) s.t. {Aineq " X < bineq (4-2)
X1p <x< Xub

With:  f(x) Linear objective function
x Vertical state variables vector
cT Horizontal vector with linear equation coefficients

The power flows within the grid are described as nonlinear equations, which
makes solving the OPF more difficult. It is known that solving a linear optimization
problem, involves much less complexity that solving a non-linear one, while guar-
anteeing that a global optimum can be reached. This statement is valid under the
premise that the convexity of the solution space can be ensured. The formulation
of the different components of the OPF formulation of (4-1) and (4-2) are de-
scribed in the upcoming chapters.

4.2.2 Linearization of Power Flow Equations

The standard power flow equations system in polar coordinates was described in
Chapter 3.2.3.1. The real and imaginary parts (active and reactive power) of the
complex power s; injected at each bus i € B are described in (3-15) and (3-16).
The non-linear equations (3-24) and (3-25) describe the nodal power balance
achieved in steady-state operation [117]. Power flow algorithms have the task to
find the complex voltages u;, Vi € B that provide an (almost) exact solution to
(3-24) and (3-25). This means that the nodal power injections p; and g; (from
(3-15) and (3-16)) need to match the expected values that are defined for each
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node (including non-flexible and flexible power). It is not trivial to find an exact
solution to the problem; therefore, an iterative approach to approximate (3-24) and
(3-25) to zero (AP; = 0 AAQ; = 0,Vi € B) becomes necessary. This formulation
assumes all buses as PQ (minus the slack-bus, which has to be unique).

The Newton-Raphson (NR) method is an iterative algorithm that allows finding the
root of nonlinear functions (F(x) = 0) efficiently. It is based on the notion that any
differentiable function can be approximated at any point by a tangential line to the
function and it is trivial to find the zero-crossing of a straight-line function. This
results in the iterative process depicted in Figure 4-1 for a generic function F(x).
The k" iteration of the single variable NR method can be described as (4-3).
During each iteration, x is corrected based on the slope of the derivative of F(x).
The process is repeated until the difference between two iterations becomes small
enough (|Ax| < ¢, with € as a given tolerance).

dF(x)\™
K41 = X T ( dx - F(xy) (4-3)
X1 = X + Axge = x5 + it F () (4-4)
With:  F(x) Function to be linearized

J, ]t Jacobian of F and its inverse
Xy Vector with state variables during k' iteration
Axy Correction factor of state variables x during k! iteration

F(x) A

F(x);, F'(x)

F(xo)

F(x1)

F(xo)frrez

] >
XSV’ X2 < X1 F Xo X

Figure 4-1: Exemplified procedure of finding the root of a one-dimensional function F (x) using the
iterative Newton-Raphson method.

In a multi-dimensional problem, i.e. the power flow problem, the inverse of the

Jacobian matrix J of F(x) is used to correct vector x, as shown in (4-4). Applied

to the power problem, all components of J can be described analytically by deriv-

ing (3-15) and (3-16) with respect to ¥ and u. A full description of the equations is
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provided in Appendix D. During each iteration, the matrix J is updated based on
the correctios to the state vector x, analogous to the one-dimensional approach.

The power flow problem searches for a combination of nodal voltages in the grid
that complies with |AP;| < € and |AQ;| < &, Vi (with £ an arbitrary small value). This
is equivalent to finding the roots of (3-24) and (3-25). Applying the procedure de-
scribed in (4-4) to solve this problem results in the well-known Newton-Raphson
power flow algorithm. Through successive linearization of (3-24) and (3-25) using
first order Taylor expansions, a linear equations system is obtained on each iter-
ation. The function F(x) in (4-4) is composed of (3-24) and (3-25), while the state
vector x contains the voltage angles and magnitudes of all buses (9;,u;, Vi € N),
including the slack bus. Accordingly, (4-4) is rewritten as (4-5), which displays the
kt" iteration of the NR-PF. The slack bus voltage remains constant and acts as a
reference for the other voltages in the grid, therefore, A9,k = Augaer = 0. This
results in the slack bus being removed from equation.

-1

opi Opi
[ﬁii]kﬂ = % % : ﬁzz]k =Ji* ﬁzz]k,w € {B — slack} (4-5)
09 oduldy
With:  Ad; Difference of voltage angle for bus i on k'" iteration
Au; g Difference of voltage magnitude for bus i on k™ iteration
Jit Inverse Jacobian Matrix J during the k™" iteration

The state vector x is updated after each iteration, accordingly, (3-24) and (3-25)
are updated after each iteration. As shown in (4-5), during each iteration, a linear
equations system is solved. This is what allows the NR-PF algorithm to converge
in just a few iterations in most cases. A critical convergence criterion is that J
should be always invertible. For the first iteration of (4-5), an initial estimation of
the voltages is required. Typically, a “flat-start” (u; = 1 p.u., Vi € B) provides good
results, as the grid is typically intended to be operated at voltages within the 0.9-
1.1 p.u. range (e.g. [134]). Providing an initial guess even closer to the operation
point of the grid may improve the convergence of the PF approach, although this
is usually difficult to achieve as in reality grid observability is generally limited. The
ability of the NR-PF to start from a “flat-start” is exploited in the proposed model
to obtain an approximated operation point of the grid, around which the power
flow equations are later linearized. According to [128], a linearized model can pro-
vide a unique solution for the power flow problem.

After k = n iterations of (4-5), convergence is reached (when |Ax| < ) and the
resulting state vector x,_,, is obtained, which in the LFA algorithm is defined as
Xy, as it corresponds to the initial operation point of the proposed linear OPF
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model. When the inverse of J is evaluated in x,, a linear power flow model is
obtained. This results in ];01, which is used as a linearization constant, resulting in
the simplified power flow model depicted in (4-6). The linearization occurs around
the grid operation point x,, which is obtained from the previously described NR-
PF computation based on a given grid operation point.

AV; Y; Y; Ap. ,
l] — l] _ l] :];01 . [ pl] ,Vl € B (4_6)
Au;l, Uily LWy, Ag; x
With:  x, State variables vector containing initial grid operation point
];01 Inverted Jacobian Matrix evaluated at initial state vector x,

As the slack bus remains constant, then at all times Aug,.x = 0 and AYg 40 = 0.
These expressions need to be added explicitly to (4-6), as for the calculation of
the bus admittance matrix Y and the Jacobian J, the slack bus voltage is removed
to ensure that J is invertible. Procedurally, this issue can be corrected by adding
two additional rows and columns filled with zeros to /!, to ensure that Augqc, = 0
and AV 40 = 0.

Any change in the operation point of an FPU will cause Ap; and Aq; for some
buses i to change, which then causes the values of ¥ and u within state vector x
to change according to J;.'. Based on (4-6), the power flow can be easily computed
through a single matrix multiplication, which drastically increases the computa-
tional speed compared to any iterative approach. On the downside, an error is
expected to appear in the solution due to the linearization, which in the NR-PF
algorithm is reduced on each iteration and in this case cannot be avoided. A more
precise analysis of this error is performed in subsequent chapters.

According to equations (3-24), (3-25) and (4-5), J is directly coupled with the bus
admittance matrix Y of the grid. This implies that any change in the grid topology,
e.g. the operation of a switch or an OLTC transformer, will have an impact on Y
and consequently on J and the inverse. As a result, the tap position of the OLTC
transformer and the on/off state of a power line cannot be considered as inde-
pendent decision variables in the proposed model, as was the case in [22] and
[124]. For each topology change, both matrices Y and J are recalculated, gener-
ating a new linear model for each topology change and each operation point.

4.2.3 Adding FPU Flexibility into State Variables Vector

The flexible operation of the FPU can be added to the OPF formulation using the
decision variables prpy s and qgpy r according to (3-24) and (3-25). As not every
load, generator or storage system connected the grid provides flexibility, the in-
jected power at a bus is split between flexible and non-flexible terms. The non-
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flexible part (pfiy, q5ix) is the expected operation point of every non-flexible utility,
while the flexible part (prpy s, qrpu,r) corresponds to the flexibility provided by the
FPU f € F, Vi € {B — slack}. In order to include the FPU capability charts into the
OPF; the operation points of the FPU needs to be added to the state vector x.

The state vector x is shown in (4-7). It should be noted that x contains the slack
bus voltage. This inclusion is essential in order to allow adding the loading con-
straint of the branch connecting the slack bus to the grid (i.e. a power line or, more
likely, a transformer). Therefore, the slack bus voltage u;qcx £29514ck iS required as
an input to allow the initialization of the algorithm.

FPUf

x:[P ' J,ViEB,VfEFi (4-7)
QFPU,f

With:  Pppy r, Qrpuy  Active/reactive power flexibility of FPU F; at bus i

4.2.4 Linearization of Branch Flow Equations

The active and reactive power flows through the branch connecting buses i and ;
were already defined in (3-19) and (3-20). Both these equations are nonlinear
because state variables u and 9 are tightly coupled within them. In order to reach
a fully linear OPF model, equations (3-19) and (3-20) need to be linearized as
well. This also permits their inclusion in the branch flow constraints. The lineari-
zation process is similar than of the nodal equations. The Jacobian matrix of
(3-19) and (3-20) is computed using the same linearization operation point x, as
in (4-6). A detailed description of the Jacobi matrix is shown in Appendix D. The
linear equations system for the branch flows is defined according to x as follows:

apij apij

Pij1 _ [Pij [Apij] _[Pij 99  oul| . Aﬁi] ..

[ql]]x - [Qij]xo + Aqu X - [qu]xo + E‘)qu E‘)qu Aui x’VL'j €8 (4-8)
09  dudy,

With:  A4p;j,4q;;  Deviation of active/reactive power flow from bus i to bus j

4.2.5 Voltage and Branch Flow Constraints

Grid constraints are added to the OPF in two ways. First, the magnitudes of the
nodal voltages u; are constrained to a maximum and minimum boundary.

ui,min < U; < ui,max'Vi EB (4'9)

With: U in, Ui max  VoItage min/max boundaries
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For the slack ugqck min = Usiackmax» tO €Nsures it remains constant, however, not
necessarily at 1 p.u., as described later on in Chapter 5.

Second, the power flowing through the branches are restricted by the maximal
apparent power of each branch (power lines or transformers), which are tradition-
ally formulated through a quadratic equation:

’pizj + Qizj < Sij,max (4'10)

With:  Sij max Maximal apparent power of branch connecting buses i and j

Based on [117], [135] and [136], (4-10) can be piecewise linearized by approxi-
mating the boundary to an n-sides regular polygon. This does not compromise the
numerical stability of the optimization problem. The apparent power limit of each
branch s;; ;max, Which results in a circle in the complex power domain, is then ap-

!

proximated piecewise by a total of m segments (s;;,,4.)- Each segment is de-

scribed through a straight-line equation L;;; (I = 1, ...,m) in the following form:

Lij,l = al-j,l . pl] + bij,l . qU + Cij,l < O,VZ = 1, e, m (4-11)
With: Ly, Straight-line equation describing segment [
aijubiji ciji Coefficients of straight-line equations

Parameters a;;,, b;j;, and ¢;;;, of each segment are obtained based on the angle

y = % (identical for each segment) and the maximal branch flow s;; ;4. Figure

4-2 shows an example for the approximation using a regular octagon. The appar-
ent power limit is shown as the red dotted circle, while the boundaries of the oc-
tagon represent the eight resulting linear segments (Lij,1 to Lijs).

Figure 4-2: Example of piecewise linearization of branch flow constraints with n = 8 [117].
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Adding (4-8) into (4-11) results in a set of linear constraints that limit the power
flow over a branch. These equations depend directly on state variables u and 9.
For the branch connecting buses i and j results in the following constraint:

Py 00Q;; 0P 00
(al'j'k ' 6_191 + bij,k ' 6_191 A191 + aij,k ' 6_19] + bij,k ' 6_19] A'l9}
Xo Xo X0 Xo
oP;: aQ JP:: aQ 4-12
+ (aij,k ' ﬁ + bij,k ' a—uU )Aui + <aij’k ' ﬁ + bij,k ' a—ul] Auj ( )
Hxo Hlxg J Xo ] Xo

ik Pijlxo + bij - Qij|x0 +Cije =0
With:  Au;, AY; Deviation of voltage angle and magnitude at bus i

The power flowing through the branch connecting the slack bus to the grid is con-
strained as well, i.e. by the transformer capacity or by the power line thermal limit,
and this constraint needs to be included in the OPF definition. As the slack bus
voltage is already included within the state vector x, it becomes trivial to create
the additional constraints for the power flow through the slack bus, in the same
ways as described in (4-12).

An aspect that cannot be neglected is that each segment of the piecewise linear-
ization of the branch flow limits adds an additional constraint to the OPF model.
Increasing the number of segments would help to improve the numerical quality
of the resulting FOR, however, a balance between accuracy and the size of the
problem needs to be found. Increasing the number of sides of the polygons has
an exponential impact on the size of the OPF as it affects every branch in the grid.

4.2.6 FPU/FPG Constraints

An additional constraint is added to the OPF to describe the capability charts of
the FPU/FPG. Based on the descriptions provided in Chapter 2.4, it was observed
that the operational boundaries of the FPU can be represented in general through
convex polygons in the complex power domain. These restrictions depict either
the technical limitations of each FPU, the grid code interconnection requirements
or the flexibility that the FPU can provide. This depends on the inputs given to the
algorithm (see the FOR/FXOR definitions in Chapter 3.1).

Assuming a convex polygon as the capability chart of an FPU, each edge of the
polygon can be described through a straight-line equation, according to (4-13).
State variables prpy ¢ and qrpy f Of @ given FPU f are then constrained by these
polygons. Following this definition, a convex linear inequalities system is obtained
for the FPU, in the following format:
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arpu,ft  Prruys T bFPU,f,t “qrpus t Crruft = 0

(4-13)
vt =1,..,Tf; Vf € F;; Vi € {B — slack}
With: T Number of sides of polygon f

arpy,f.ebrpu s Crrupe  Coefficients of straight-line equations

The coefficients arpy £ ¢, brpy s 8N Crieyr r,e define a straight-line equation of the
tth segment of the convex capability chart of an FPU f,Vf € F;, Vi € B. Each pol-
ygon f has T sides; therefore, each FPU adds T; linear inequalities to the OPF.
The construction of these polygons is properly described in Chapter 4.3.

4.2.7 Objective Function

The goal of the LFA method is to find the convex hull surrounding the set of valid
IPF of a distribution grid. The IPF is the complex power flowing from the slack bus
to the grid, defined as p;pr(x) +j - q;pr(x) and is contained in equation (4-8) [7]
[22]. According to this definition, the generic objective function (4-2) is rewritten
for the proposed OPF as follows [4] [22]:

fG) =v - (prpr(x) + 6 - qrpr(x)) (4-14)
dp dp
pipr(X) = prpr(xo) + aIl;DF ) (l9x - ﬁxo) + BZ)F ) (ux - uxo) (4-15)
Xo Xo
dq dq
qipr(x) = prpr(xo) + —2E (19x - 19x0) + —r (ux - uxo) (4-16)
09 |y, ou ly,

With:  p;pr,qipr  Interconnection Power Flow
Parameters defining the search direction of the objective func-
V.0 tion f(x)
The objective function (4-14) defines a straight line in the Cartesian plane defined
by the IPF, as shown in Figure 4-3. The parameter § defines the slope, while
setting y to -1 or 1 allows converting (4-14) into a maximization or minimization
problem (with max f (x) = min —f(x), operation valid for linear programming prob-
lems). By selecting a proper combination of y and §, the search direction of (4-14)
can be controlled.

The optimum of the OPF, obtained after solving (4-14) with a specific combination
of y and 6, results in a specific IPF. This corresponds to one boundary point of the
FOR. For each run of the optimization, a new boundary point of the FOR is ob-
tained. The following chapter describes the developed procedure to assess the
entire boundary of the FOR with reduced amount of executions of the OPF.
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f(x) =y (Dwr+ 8- qpr)
O =tan(¢)

Objective Function

max f{x)

Optimal Solution
y=-1

min f{x)

Figure 4-3: Characterization of the objective function and the FOR in the LFA method.

The assessment of grids with more than one slack bus is current subject of re-
search, as it requires to split the IPF through the multiple slack buses, which can-
not be done in a simple fashion like in this case.

4.2.8 Selection of Initial Operation Point

The initial grid operation point is obtained with a standard NR-PF with the
FPU/FPG operating at nominal power. Forecasts of generation and load can be
used to determine the operation points of flexible and non-flexible assets. Based
on equation (4-5), any change to the operation point of the FPU (from its initial
value) has impact on u and 9. This will cause the state vector x to drift around the
initial state vector x,. Therefore, the error of linearizing the grid model around xo
is expected to be smaller, compared to using a flat-start as linearization point.

4.2.9 Iterative Reconstruction of FOR boundaries

The LFA algorithm offers some improvements to the methods proposed in [22]
and [23]. The novelty is the subdivision of the search process in four quadrants
and the use of a maximal iterations value as the break criterion. In [22] and [23],
the iterative process adapts to the shape of the FOR until the difference between
two boundary points is small enough. In contrast, the LFA method sets a limit for
the number of OPF that are necessary to assess the FOR, emphasizing a reduc-
tion of the computational effort, without compromising the accuracy of the results.
During each iteration, (4-14) is optimized using different parameters for y and §
(cf. Figure 4-3). The proposed search procedure is illustrated in Figure 4-4.
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Figure 4-4: Proposed Search procedure. (left) Assessment of four extreme points, definition of

search quadrants I-1V and first iteration. (right) Update of B values and identification of
new boundary points for each quadrant until convergence.

The procedure follows these steps:

Step 1:

Step 2:

Step 3:

Step 4:

Step 5:

Step 6:

Step 7:

Extreme boundary points P, .5, Pmin» @max @and Q,,i, are obtained by op-
timizing (4-14) with y = {—1,1}, and g = {0, o}.

The intersection of the straight lines connecting the boundary points
Prin — Prnax @nd Qunin — Qmax define four search quadrants (I to IV in
Figure 4-4). The search of the FOR boundary for each quadrant can be
performed independently and in parallel.

For each pair of adjacent points, the slope f of the straight-line connect-
ing them is computed. Within each quadrant, g has the same sign, while
y remains constant (according to the definitions in Table 4-1). By solving
(4-14) with the given values of y and 8, obtaining a new FOR vertex.

The new boundary point is compared to previously found points for prox-
imity. If it is located too close from an already assessed point
(|PQnew — PQexisting| < € with £ any small value), it becomes discarded,

and further iterations in this sector are interrupted.

Steps 3 and 4 are repeated iteratively considering the newly found bound-
ary points. A maximal amount of iterations k,,,, is defined, limiting the
maximal amount of points that can be obtained within any of the four
quadrants.

Steps 3 to 5 are repeated independently for the remaining three quad-
rants. Table 4-1 shows the selection of the sign of g and the value of y
that need to be set in (4-14) to perform the search on each quadrant.

The connection of the resulting points represents a piecewise lineariza-
tion of the FOR of the analyzed grid.
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Table 4-1: Parametrization of the objective function for each search quadrant.

Quadrant | Il ] v

sign(6) - + - +
y -1 1 1 -1

In [23], the algorithm converges when the difference of the slope between all ad-
jacent segments becomes smaller than a defined threshold. This can also be seen
as if the difference between the slope § of two adjacent segments were small
enough. A smooth contour of the FOR can be obtained this way, however, the
algorithm may have convergence issues, especially if the FOR contains sharp-
edges. In the LFA algorithm, a maximum amount of iterations is defined, in order
to maintain an almost constant processing time. This has also the objective to
avoid redundant iterations that could happen if the angle difference threshold can-
not be reached. After k,,,, iterations, at most 4 + 2¥max contour points can be
obtained (considering the four initial extreme points). That value is not always
reached, as some points are removed due to the proximity constraint and other
points are not assessed as the search is interrupted.

The computation of the four initial IPF is not counted as an iteration. The resulting
contour is the convex hull defined by the boundary points after the last iteration is
finished. It has been observed that k,,,,,, = 3 iterations tend to be enough to obtain
a representative approximation of the aggregated flexibility range (maximal 32
boundary points). Executing more iterations leads to an exponential increase in
the processing time, while it would not necessarily improve the quality of the FOR.

4.2.10 On the Convexity of the FOR

Solving a power flow problem involves finding a solution of a non-linear set of
equations. This can become problematic when solving an OPF, as the solution
space can be non-convex. In [128], the authors demonstrated the existence of a
linear approximation of the power flow problem, in which there is a linear connec-
tion between the electrical variables (u, 9, p, q). This approximation is capable of
providing a solution to the power flow problem and can be applied to grid models
with PQ buses and a single slack bus (similar to the cases analyzed in this thesis).

In the method proposed in this thesis, every component of the OPF is required to
compute FOR is approximated by a set of linear equations and the constraints of
the problem are certified to be convex. Based on similar premises, the authors of
[127] demonstrated how the solution of a linear OPF with linear convex con-
straints, always results in a convex solution space. The demonstration is based
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on the fact that the intersection of convex areas (in this case the different con-
straints) results in a convex area (the FOR). The reader is encouraged to take a
look into the demonstrations provided in [127] regarding this topic. The demon-
stration is valid to FOR obtained of linear-based OPF computations. This does not
apply for exact OPF formulations with non-linear equations.

A numerical comparison between the proposed linear FOR computation approach
and a RS approach is provided in Chapter 5.6, which shows the validity of the
FOR concept in regular grids. However, the inherent non-linearity of electrical
power systems can turn the real FOR into a non-convex solution space. This hap-
pens in similar scenarios where the NR-PF would have problems converging, e.g.
grids with long branches or extreme X/R ratios. A more detailed analysis of this
effect is provided in Chapter 5.4.

4.2.11 Method to Correct Linearization Error in FOR

The linearization of the power flow equations and the grid constraints in the OPF
accelerates the computation of the FOR, yet this comes at a cost, as the power
flow results are not as accurate compared to the solution of the non-linear model.
A comparison between the linear method proposed in this work and ICPF ( [22])
was done in [4]. A strong reduction in the computation time was observed, as well
as some deviations in the limits of the FOR, mostly due to the error introduced
with the linearization of the power flow equations.

9

1

u |
min f(x)|  y = x" =] , ,Vf €F,Vi€B (4-17)

x v Prpu,f

]

~_~

CII’?PU,f

[ y 1

u;

NRPF(x") = x" =|_, " |,Vf €F,Vi€B = s;pp(x"") (4-18)
| Prpuf |

C11’~"Pu,f

With:  NRPF  Newton-Raphson Power Flow calculation with fix values of PQrpy

v, 6 Parameters of (4-14) which lead to the detection of an exact IPF

Resulting state vector after successful optimization of f(x) with parameters
y=y'and§ =6'.

Resulting state vector after NR-PF computation with operation points of the
FPU obtained from x' for each FOR boundary point

Y

.
This chapter describes a procedure to correct the linearization error. Each solution
of (4-14) is given by a specific combination of operation points of the FPU. This is

described as a state vector in (4-17). For each vertex of the FOR, a NR-PF com-
putation is performed using the corresponding FPU operation points, from which
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the corrected IPF is extracted. The complex voltages in the state vector are up-
dated, resulting in new branch flows, as described in (4-18). This is performed for
all the IPF describing the boundary of the FOR. A graphical representation of the
process is depicted in Figure 4-5. For each IPF computed, the operation point is
corrected with a traditional NR-PF calculation. The result is the corrected FOR. A
numerical analysis of this method is provided in Chapter 5.3.

Q Q
P
""""""""" Q4
;S 1T
) Q4
;
Backtracking

[ Computed FOR 1 Corrected FOR <--- NR-PF Correction

State Vector

Figure 4-5: Schematic representation of proposed method to correct the linearization error in the
FOR computation by performing an additional NR-PF.

4.3 Modelling of Linear FPU/FPG Boundaries

Equation (4-13) shows a generic way to include the FPU/FPG constraints into the
OPF. Parameters arpy f+, brpy s @Nd ¢y rr are selected based on the specific
characteristics of each type of FPU and the specific objectives behind the compu-
tation of the FOR. In [14], the FOR and FXOR concepts were described, meaning
that the operation range of an FPU can differ, depending on different aspects of
their operation. For example, in [14] the rate at which the operation point can be
changed is considered to limit the FPU operation range. The definition of the
boundaries is use case specific, as they could very well indicate for example the
clearing of a flexibility market [40] or imposed quotas by grid operators [137].

Based on these concepts, together with the extensive literature review presented
in Chapter 2.4, and previous work in [4] and [41], a set of six linearly approximated
models representing different capability charts of different types of FPU is pro-
posed in this work. An illustration of the models is given in Figure 4-6.
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These models allow describing the technical limits of the corresponding FPU,
based on the specific technical parameters of each device. In order to maintain
the linearity of the problem, all quadratic constraints are piecewise linearized, in
order to ensure numerical convergence. It is possible to integrate additional FPU
models into the proposed OPF, either based on measurements or empirical val-
ues, as well as new technologies. The only restriction is that the models need to
be convex. The presented models are labelled from Type 1 to Type 6, and repre-
sent typical DER found in distribution grids. An additional model is considered to
represent all generic convex polygonal shapes (defined as Type 0). This helps to
model FPU that do not fall into any of the aforesaid categories, e.g. FPG capability
charts. A wide-ranging description of the FPU types is given in Table 4-2.

Type 1 Type 2 Type 3
Q Q4
PB T PA N7 B QA
Qa :
Qs
—_— . >
P P, Pg P
Qs

Type 4

Po Pc

Figure 4-6: Linear constraints of six types of FPU, blue lines represent the apparent power limit.

Type 1 models imply applying (3-26) and (3-27) into the OPF, however, as the
goal of approach proposed in this thesis is to consider realistic FPU operation
boundaries. Based on the provided models, linear constraints are obtained from
the convex capability charts of FPU, which can be derived from the parameters
defined in Figure 4-6 or as a Type O flexibility. Parameters P, — P, and Q4 — Qf
are common to all models and are set to zero when not required.

The selection of the FPU type has a noticeable impact on the OPF, as each FPU
type is defined by a different amount of inequalities and equalities, depending on
the definition of the polygons. To reduce the computational complexity, inequali-
ties of the type priexr,i S 0 0r Griex r,i S 0 are defined as upper/lower boundaries,
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while FPU of Type 2 are defined as equalities (i.e. straight-line equations). Table
4-3 provides a summary of the constraints of the OPF when adding FPU.

Table 4-2: Types of DER that can be described using the defined FPU types.

FPU Type

DER Types

Type 1

Type 2

Type 3

Type 4

Type 5

Type 6

Type 0

Loads

Storage System

Reactive Power Compensation
Electrical Vehicle

Simplified Synchronous Machine

Load with constant cos(¢)
Electrical Vehicle with constant cos(¢)
PV with constant cos(¢)

Storage system with four-quadrant inverter
Electrical Vehicle with four-quadrant inverter

Wind generator with reactive power limit
PV with reactive power limit
Electrical Vehicle with Q-controller

Wind generator with cos(¢) limited inverter
PV with cos(¢) limited inverter
Electrical Vehicle with Q-controller

Synchronous generator
Wind generator with D-shaped inverter
PV with D-shaped inverter

Generic FPU / FPG

Table 4-3: Number of constraints produced by each FPU type model divided by type.

Upper/Lower-
FPU Type Equalities Inequalities Boundary
Type 1 0 0 ©
Type 2 1 0 2
Type 3 0 8 4
Type 4 0 2 4
Type 5 0 2 &
Type 6 0 4 2
Type 07 0 n 0

2 Type 0 FPU (which also describe the FPG) are modelled through n-sides convex polygons,
adding n inequalities to the optimization problem.
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4.4 Impact of Topology Changes on FOR Computation

The FOR is not only defined by changes in the operation points of generators,
loads and storage systems, but also by the topology of the grid itself, which can
change over time due to many different reasons. Distribution grids can be oper-
ated with different configurations, however, there is usually the possibility to divert
the power flows by switching power lines [138] or splitting substations [139]. On
the other hand, transformers can be provided with on-load tap changers, which
allows for changing the entire voltage profile of a grid in discrete steps. These are
some aspects that can have large repercussion in the computation of the FOR.

4.41 Switching Power Lines

A grid operated in open-ring topology (typical configuration for MV grids) contains
switches that allow for either closing the ring, or modifying the length of the
branches, by keeping the radial topology. These changes in the topology can have
an impact on the voltages at the end buses of two branches in a radial network,
as the impedance and loading characteristics of each branch changes. In the ex-
ample of Figure 4-7, closing the ring (e.g. closing the switch S3 in Figure 4-7)
would short-circuit both ends, causing both buses to be at the same potential. This
procedure causes the overall voltage profile of the grid to change, consequently
the transport capacity of the grid changes. The even voltages can help decongest
the branch with the highest load, which can have a noticeable impact on the FOR
(which depends on the line impedances). A numerical analysis of this effect is
shown in later in Chapter 5.5.

S1 S2 S1 S2 S1 S2
S4 S4 sS4
S3 S3

S3

Figure 4-7: Impact of changing the grid topology on the power flows. (left) Open ring with different
branch length, (center) Open ring topology, (right) Closed ring. [140]

On the other hand, substations can have a large number of possible topology
configurations, which can be achieved just by reconfiguring the breakers within
the premises. For example, different busbars can be connected to one another,
supply power lines can be connected to the outgoing feeders individually or in
parallel. A single-line diagram of a substation with multiple switching possibilities
is shown in Figure 4-8.
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Supply Feeders HV
S1HV S2HV
10—01
HV Side HV Sectioning Breaker HV Side
Breaker T1 Breaker T2
T T2 @

MV Side MV Side
Breaker T1 MV Sectioning Breaker Breaker T2
10—01
S1MV S2Mmv

Outgoing Feeders Mv

Figure 4-8: Example of possible topology configurations within a single distribution substation with
two transformers and two supply lines. [139]

All these configurations have an impact on the admittance matrix Y. The connec-
tion and disconnection of power lines or transformers are reflected in ¥ according
to (3-15) and (3-16). The switching state of the branch connecting buses i and j
is defined by w;; (0 if disconnected and 1 if connected).

X” =le =y” eJQUWl],WU € {0,1} (4-19)
With:  wy; Switching state of the branch connecting buses i and ;.

Changing the admittance matrix Y has a direct impact in (3-15) and (3-16), mean-
ing that the OPF needs to be updated with help of (4-19). The reconfiguration of
the busbars in a substation poses a complex challenge to the modelling of the
grid, as splitting a substation into many busbars with different potential requires
to add additional buses to the grid model, changing the size of Y. This results in
the definition of an entire new OPF and needs to be accounted for.

A grid with k controllable switches allows for 2* switching states; however, not all
of them are practicable, and some should be avoided at all costs. To avoid leaving
customers unserved, switching combinations that could cause some sections of
the system to become isolated cannot be considered (e.g. simultaneously open-
ing S1 and S2 in Figure 4-7). Other examples are switching combinations that
would cause any power line to be overloaded or result in a major voltage devia-
tion; which need to be filtered out as well. Even though this depends on the current
load/generation characteristic of the grid. By filtering non-valid scenarios, the
number of valid switching permutations is reduced. This is of special interest in
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grids with many switching possibilities, as switching combinations increase expo-
nentially, meaning that many FOR computations would be necessary to assess
all possible states of the grid.

4.4.2 OLTC Transformers

Controllable OLTC transformers can mechanically change their coil turn ratios,
thus changing the voltage transformation ratio. The changes are typically discrete
and are described according to a percentage of the voltage (based on the nominal
turn ratio). A transformer with n possible tap positions can produce n different
power flow scenarios, as the voltage profile of the downstream grid is entirely
transformed with each tap position. The admittance of the transformer depends
on the tap position, meaning that the admittance matrix Y is impacted by the trans-
formation ratio t, according to (4-20) for a transformer connecting buses i and j.

Vi Yij —Yr L' yr
y ] = | 2 (4-20)
Yii Yl |t yr —tTyr
With: ¢ Complex transformation ratio of a transformer
Yr Complex admittance of a transformer

An unfavorable selection of tap positions may cause over-/undervoltage in the
grid. A proper allocation of flexibility within the grid may allow restoring the voltage
levels back to acceptable limits, although this may not always be the case. There-
fore, a new FOR computation needs to be performed for each tap position, cf. [4],
[23] and [140].The FOR computation would allow to assess the cases where volt-
age issues can be solved by means of local flexibility usage. If the provided flexi-
bility for the given period is not enough to restore the voltage, the scenario be-
comes unfeasible, as the aggregation algorithm will not converge.

4.5 Coupling the Linear Aggregation Method with Time-Series

Traditional flexibility aggregation methods tend to require large computation times
to calculate a FOR, even for small sized grids. This limits their usability in combi-
nation with time-series as input for the calculation, as the computational time
would see a dramatic increase. In this chapter, the adaptation of the proposed
method to allow the assessment of the FOR considering time-series is presented
(i.e. a day divided in 96 periods of 15 minutes each). First, the necessary adjust-
ments to the FPU modeling approach is presented. Then, as proposed in [141], a
procedure for sequential FOR computations is presented, together with different
quantification methods. Similar approaches can be found in [7], [113], and [142],
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however, the novelty of this approach is the reparameterization of the FPU models
coupled with time-series, as presented next.

4.5.1 Modelling of FPU Considering Time-Series

The models of the FPU capability charts introduced in Chapter 4.3 represent pos-
sible steady-state complex power values that the FPU can achieve for the period
t = t*. Some FPU have the capability to have an independent control of their
operation point among the technically feasible operational limits. Others are de-
pendent on variable external factors, especially RES-based generation (i.e. solar
irradiation and wind speed). A PV panel cannot inject power during the night or a
wind generator can only inject power within specific wind speed ranges. These
effects can be incorporated in the modelling of FPU by coupling the parameters
defining the polygons to time-series of the primary energy sources.

4511 PV Generation

The injected power by a PV panel is defined by the local solar irradiation, making
the active power generation P, (t) time-variant. A PV generator can be modelled
using an FPU of Type 2, 4 or 5, depending on the power inverter characteristics.
The maximal power Ppy, .4, is defined by the installed capacity of the PV genera-
tor, which is a static characteristic of each PV. For all three FPU types, the pa-
rameter Py, (t) defines the active power that the PV generator can inject due to
the solar irradiation in a given period, leading to the redefinition of the time-variant
parameter P, as in (4-21). A schematic representation of the time-variant capabil-
ity chart of a PV defined as a Type 5 FPU is shown in Figure 4-9.

P,(t) = Ppy(t) < Ppymax (4-21)
With:  Ppy(t) Injected active power by the PV generator at time t

Ppy max  Rated capacity of PV generator

451.2 Wind Generation

The active power injection of wind generators depends on the on-site wind speed.
This dependency is represented in Py (t), the active power generation of the
wind turbine over time. Similar to the PV case, the time-series are coupled to the
FPU model (either Type 1, 4 or 5) according to (4-22), where the maximal power
is equivalent to the rated active power of the generator (B, = P.om)- A Schematic
representation of the proposed model of the flexibility provision of a WG defined
as a Type 4 FPU over an entire day is shown in Figure 4-10.
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Py(t) = Py (t) < Py max (4-22)
With: Py, (t) Injected active power by WG at time t
Pwemax Rated capacity of WG

S0C(t) SOC of the storage system at time t
Q4 Pa Pmax Q A ¥/ pv capabiity Chart
Qab----—-------- i____\;l - = Operation Point t
— >
P — =
~~~~~ Smax
QB . S
>
P

Figure 4-9: Time-variant capability chart of PV generator defined as Type 5 FPU. [141]
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Figure 4-10: Time-variant capability chart of wind generator defined as Type 4 FPU. [141]

\/ ESS Capability Chart

Q A -=- SOC
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SOC max

SOC min

Figure 4-11: Variation of flexibility provision of ESS over time. The size of the polygon changes
only according to the SOC limits. [141]
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4513 Storage Systems

The operation of storage systems depends on two main factors, the state-of-
charge (SOC) and the maximal charging/discharging powers, which can be sym-
metrical or asymmetrical. Here, the capability chart of a storage system is as-
sumed as time-invariant as the operation is controlled through a battery manage-
ment system (BMS). Depending on the reactive power capability provided by the
power inverter, Type 1, 2, and 6 models can be used. When the SOC reaches a
maximum (SOC,,,,) or minimum (SOC,,;,) level, further charge or discharge is not
possible, thus the flexibility provision chart is constrained to avoid these cases.
The SOC needs to be considered as a state variable in the optimization problem,
otherwise the intertemporal behavior of the storage system cannot be assessed.

SO0Cpax = PA(t) = PB(t) =0

if S0C(t) = {SOCmin = P(t)=Py(t) =0

(4-23)

With: SOG40, SOC,in,. - Max. and min. SOC allowed by the storage system

4.5.2 Sequential FOR Computation Using Time-Series

Based on the time-variable models of the FPU, a time-based computation of the
FOR is possible. A sequential aggregation algorithm was proposed in [141], in
which the FOR is computed independently for each time-step following the proce-
dure described in Figure 4-12. It is a five-step algorithm, which include the adap-
tation of the FPU models, the computation of the FOR and the summation of the
results. The steps shown Figure 4-12 are detailed next:

Step 1: Define grid model, assign FPU/FPG and define interconnection point to
overlayered grid where the IPF is to be calculated.

Step 2: Modelling of the FPU/FPG capability charts according to the specifica-
tions shown in Figure 4-6.

Step 3: Coupling time-series to time-variable FPU based on historical data, syn-
thetic data or forecasts, depending on the use case.

Step 4: Sequential application of the aggregation algorithm for each time-step,
providing a new FOR(t) each time-step t.

Step 5: The obtained FOR are analyzed, considering their evolution over time or
the distribution of the overlapping of the obtained FOR in complex power
domain.

The process assumes that there are no time-dependent variables, therefore, each
computation is independent and the process could easily be parallelized, which is
of enormous help in order to reduce the computation time, as is shown later in
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Chapter 6.1. If the SOC of storage systems is to be considered, a parallel process
to estimate its value is necessary. The development of such processes is not in
the scope of this work as they can be very specific for each use case. Therefore,
for sake of simplicity, the SOC is not considered as an independent variable in
any of the forthcoming analysis.

Read Grid Information Define FPU Models Attach Time-series to FPUs ‘

Q 4 Y/ PV Capabiity Chart
Q -= Operation Point t
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—T DSO P -

v @ :P
= il P T
eive| vO| |vO a el
eively | @V ; ]
Siz TE ; 12

Analysis of FOR Repeat LFA Process Over Time
Q4

v

o

<: | O FOR P
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Figure 4-12: Schematic representation of the LFA aggregation process at the TSO/DSO interface
combine with active power time-series. [141]
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5 Validation of Linear Flexibility Aggregation Method

This chapter shows different quality assessment methods for the proposed LFA
algorithm, which allows the computation of the FOR of radial distribution grids.
First, an overview of the grid models used for the various analysis is provided.
Then, the error added by linearized power flow equations is quantified, so its im-
pact in the quality of the FOR can be estimated. Later, the convexity of the linear
OPF is demonstrated, compared to the non-linear power flow equations. Subse-
quently, the impact of the grid topology in the FOR is analyzed in detail. Finally, a
comparison of the LFA method against similar algorithms is provided.

5.1 Grid Models

The use of the LFA algorithm is analyzed using a collection of distribution grid
models, which are introduced in this chapter. The models are based on one hand
on the well-known MV/LV CIGRE European testbench [143], and on the other
hand, on the abstraction of a real urban MV/HV distribution grid. The topologies
and general specification of the models are presented here, while specific details
regarding grid impedances, load sized and FPU parametrization (based on the
models described in Figure 4-6) can be found in Appendix B.
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Figure 5-1: Adapted CIGRE European MV distribution grid. (left) Including circuit breakers [140],
(right) Adaptation with underlayered LV feeders [41] [144].
5.1.1 CIGRE MV Grid

The CIGRE MV grid proposed in [143] was adapted to consider only the largest
of the two feeders. Figure 5-1 shows two variations of the grid model. The first
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one includes additional switches, in order to allow assessing the impact of topol-
ogy changes in the FOR. Figure 5-1 (left) shows the standard switching state of
the grid (S4 and S6 are open), which is used in all simulations, unless the contrary
is indicated. The second variation includes three detailed underlayered LV feed-
ers, which are described in the next chapter. The grid models consider all loads
to be inflexible, while all generators and storage systems are modelled as an FPU.
The load attached to each bus represents the aggregated residual load at that
feeder, while the single generators and storage systems are modelled in more
detail, following the definitions given in [144].

5.1.2 CIGRE LV Feeders

The CIGRE testbench of [144] proposes three different LV feeders, representing
three different types of customers, based on the European perspective. The three
feeders represent a commercial (LV Feeder 1), an industrial (LV Feeder 2) and a
residential (LV Feeder 3) area. The topology of the feeders is shown in Figure 5-2,
while the parametrization of the FPU can be found in Appendix C.

LV Feeder 1 LV Feeder 2 LV Feeder 3
1 mmpm 20 kV 1 mmp 20 kV | et 20 kV
2 = (0.4 kV 2 w04 KV 2 0.4 kV
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Figure 5-2: Adapted CIGRE European LV feeders. [144]

5.1.3 Real Urban Distribution Grid

A model based on a real urban distribution grid is used to analyze the benefits of
the proposed aggregation method, when larger numbers of FPU and FPG are
considered. This particular distribution grid covers the 110, 20 and 0.4 kV voltage
levels, however, for modelling purposes, only the 110 kV grid and three of the
seven 20 kV feeders are modelled in detail. The meshed topology of the 110 kV
grid can be seen in Figure 5-3, where the connection point to the detailed 20 kV
feeders are specified. The external grid signifies the interconnection to the TSO.
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Figure 5-3: 9-Bus 110 kV meshed grid with interconnection to three detailed MV feeders.
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There are no generators connected directly to the 110 kV grid, whereas the three
20 kV feeders (shown in Figure 5-4, Figure 5-5 and Figure 5-6) have DER of dif-
ferent types and sizes connected to them. The specifications of the FPU con-
nected to the 20kV feeders are described in appendix C.

5.2 Validation of Linear Power Flow Model

The main characteristic of the LFA method is the definition of a linear OPF, in-
cluding a linear power flow equations system, as was detailed in previous chap-
ters. A comparison of the LFA with the non-linear ICPF algorithms was performed
in [4], where the resulting FOR showed some discrepancies associated with the
error added in the linear approach. This chapter focusses on analyzing the mag-
nitude of the error and its conceivable impact in the FOR. The analysis is based
on the procedure described in [145], which analyses a similar linear power flow
method applied to a LV grid, obtaining differences in the voltage magnitude
smaller than 0.01 p.u., while the maximal angle difference was 0.13°. In this case,
the linearization error is analyzed on the CIGRE MV grid.

For the analysis, all generators and storage systems connected to buses 3 to 12
in the grid model of Figure 5-1 are removed and replaced by single FPU of Type 1.
The capability chart of the FPU is limited between {-1,1} MW/MVAr and random
complex power operation points are selected within these boundaries using two
independent uniform distributions (for active and reactive power).

After selecting a random operation point for each FPU, a load flow computation is
performed. On one side, using the proposed linear power flow model described in
(4-6) and (4-8), and on the other side, using a classical NR-PF calculation’. In
total, 5 million power flow calculations were performed using both methods, with
the same inputs each time. After each repetition, the voltage magnitudes and an-
gles and the power flowing through the branches (p;; + j - q;;) obtained from both

methods were compared.

The boxplots in Figure 5-7 show the distribution of the differences in both the
voltage magnitude and angle between the linear and the exact power flow ap-
proaches. The difference between both models is computed according to:

Ax = Xyr-pF — Xiin (5-1)
With:  xyp_pr Variable obtained from the NR-PF computation
Xiin Variable obtained from the linear load flow computation

3 All NR-PF computations are performed using MATPOWER [156]
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Figure 5-7: Linearization error in the bus voltage angle and magnitude. (left) Voltage magnitude,

(right) Voltage angle.
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Figure 5-8: Histogram of the error in the voltage angle and magnitude of all buses. (left) Voltage
magnitude, (right) Voltage angle.
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Figure 5-10: Histogram of the error in the branch flow among branches 1 to 3. (left) Active power
flow, (right) Reactive power flow.

In the analyzed grid, the voltage difference at each bus increases with the dis-
tance to the slack bus. The results of the NR-PF are used as reference, therefore,
the linear approach provides larger voltage magnitudes than the NR-PF method,
while the angle difference goes in both directions. The maximal deviation of the
voltage magnitude is bounded by 0.005 p.u. and the maximal angle difference is
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bounded by 0.133°. The probability distribution of the errors is shown in Figure
5-7 (slack bus is excluded because it remains constant).

An error in the voltage has the consequence of an error in the branch flow com-
putation, which is subject of this chapter. It can be observed in Figure 5-9 that the
largest error is obtained among branches 1 to 3; the HV/MV transformer, and the
power lines connecting buses 2-3 and 3-4 respectively (see Figure 5-1). This is
the interconnection point to the overlayered grid, meaning that it is expected to be
the most loaded branch. The maximal difference is observed at the transformer,
with 366 kW and 500 KVAr, however, the mean error is just 38 kW. Compared to
the mean power flow through the transformer of 20.69 MVA, becomes almost ne-
glectable. Figure 5-10 shows the probability distribution of the error for the three
aforementioned branches; showing similar behaviors in the cases of active and
reactive power. The 99" percentile of the difference in the three branches is lo-
cated at 187 kW and 318 kVAr, bounding the maximal expected errors.

The outcome is that the linearization approach introduces an error into the power
flow computation, whereas for the computation of the bus voltages it is not worri-
some. Nonetheless, the error in the branch flows can have an impact on the com-
putation of the FOR, which characterizes a collection of branch flows, therefore,
it is of interest to quantify the magnitude of that error. Under some operation con-
ditions, the error in the FOR could be in the order of 200 kW. As an absolute value,
this cannot be overlooked, however, a different interpretation can be given when
compared to the overall size of the FOR. Problems may arise when the dimen-
sions of the FOR and the linearization error are of similar magnitude, leading to
possible inaccuracies in the FOR, especially as grid constraints may be poorly
assessed. Therefore, the accuracy of the FOR needs to be validated.

5.3 FOR Linearization Error Correction in LFA

The error introduced by the linear power flow model was described in the previous
chapter, while Chapter 4.2.11 described a method to cope with this error in the
computation of the FOR. This chapter demonstrates how the proposed correction
method operates, as well as its impact on the resulting FOR. The scheme shown
in Figure 4-5 is implemented as a complement to the LFA algorithm, where each
vertex of the FOR computed using the LFA approach is recomputed using a NR-
PF. The FOR vertices correspond to IPF originating from specific combinations of
FPU operation points. If the operation points of the FPU for each of the IPF is
used as input for the NR-PF computation, the IPF can be corrected. The expected
result is a new IPF slightly shifted from the original one. The correction method is
analyzed and compared to a brute-force computation of the FOR using NR-PF, in
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order to have a comparison to a “real” FOR. The LV Feeder 2 of Figure 5-2 and
the MV grid of Figure 5-1 are employed in the study

In a brute-force computation of the FOR, a separate NR-PF calculation is per-
formed for every possible combination of operation points as allowed by the FPU
capability charts. Such an analysis is only possible with a limited number of FPU,
otherwise the computational complexity explodes. In order to reduce the possible
combinations, as they are mathematically infinite, a homogeneous lattice is de-
fined for each FPU. This allows reducing the number of combinations, while taking
the entirety of the capability charts into consideration.

The number of FPU in the analyzed grids was also decreased. For the LV feeder,
only one FPU of type 3 and one of type 5 are considered, while on the MV grid,
just three FPU were considered (one of each type 4, 5 and 6). A NR-PF is com-
puted for each combination of operations points. Analogous to a RS approach,
the validity of the power flows is analyzed and non-valid IPF (due to grid constraint
violations) are neglected. The convex hull containing the valid IPF is defined as
the FOR. This would be the most accurate method to get the “real” FOR of a
power system, yet is extremely unpractical in most larger grids. Figure 5-11 shows
the FOR obtained using the LFA method (with and without the suggested correc-
tion) and brute-force NR-PF.

In the selected scenarios, the FOR resulting from the brute-force approach shows
almost no deviation compared to both LFA results. This is especially true, when
the FOR is not limited by the grid constraints, as in the MV grid case (Figure 5-11,
left). However, as can be seen in the case of the LV grid (Figure 5-11, right), the
limitations imposed by the transformer (showing as the rounded edge on the right
side of the FOR), would cause the correction method to fail.

The expected linearization error can have an impact in the resulting FOR, to which
the correction method of Chapter 4.2.11 was developed. This statement cannot,
however, be generalized for all types of grids, as the analysis only covers two
rather small scenarios. Yet, the obtained results showcase the proposed correc-
tion method as a promising solution, still, a more exhaustive analysis is necessary
to assess the impact of the linearization error in the computed FOR.

The analysis is extended to study the impact of the grid impedance in the correc-
tion method. The behavior of the power flow equations becomes erratic in power
systems with large impedances (e.g. a radial grid with extremely long power lines).
Therefore, the analysis previously described for the MV grid is repeated, only this
time with an increase of the branch impedances of 200% and 400%. This follows
the purpose of magnifying the linearization error. The R/X ratios of all branches
remain unchanged in all cases.
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Figure 5-11: Demonstration of LFA with FOR correction method with brute-force NR-PF computa-
tions. (left) MV Grid, (right) LV Feeder 2.
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Figure 5-12: FOR correction method for the LFA compared to brute-force NR-PF computations in
the MV Grid with increasing branch impedance. (left) 200% branch impedance, (right)

400% branch impedance.

120 120
0] 4 90F
< <
2 60} 2 6o}
<] o
30F 30F
0 ] | ] | 0 | ] |
-30 0 30 60 90 120 -30 0 30 60 90 120
P/ kW P/ kW
— — —=LFA — — = LFA-Corr. [___|Brute Force 4 Initial OP

Figure 5-13: FOR correction method for the LFA compared to brute-force NR-PF computations in
the LV feeder 2 with increasing branch impedance. (left) 200% branch impedance,

(right) 400% branch impedance.
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Figure 5-12 (MV Grid) and Figure 5-13 (LV Feeder 2) show that the correction
method plays a larger role as the impedance is increased, with a noticeable
growth in the deviation between the corrected and uncorrected FOR coming from
the LFA. It is also observable that neither the corrected nor the uncorrected FOR
of the LFA matches the “real” FOR (obtained through a brute-force approach)
entirely. Nonetheless, the “real” FOR can be approximated from a combination
between the corrected and uncorrected FOR.

Based on this example, defining the resulting FOR of the LFA method as the in-
tersection of both corrected and uncorrected FOR is seen as the best option in
this case. This has the benefits of correcting the linearization error and accounting
for grid constraints properly. It is important to prevent declaring unfeasible IPFs
as feasible, therefore, and underestimation of the FOR should be favored over an
overestimation of it. This results in the following redefinition of the FOR obtained
from the LFA method, which is used in the subsequent analyses as well.

FOR - FORLFA n FORLFACOTT (5'2)

5.4 Analysis of the Convexity of the FOR Computation

The impact of DER parametrization in the grid operation has been already ana-
lyzed. One studied aspect was how the grid conditions can impact the capability
chart of the plant. What was observed in [146] is that “the plant equipment (cables,
transformers etc.) can lead to a mismatch between the operation points of the
single DG units and the operation points of the entire DG plant at the NCP (Net-
work Connection Point)”. An example of a non-convex FOR is also provided in
[146], resulting from a convex FPU capability chart, which bring in mind the ob-
servations provided in [84] for a wind farm and in [147] for a PV system.

A critical issue with the FOR is that its “real” shape is initially unknown and any
computation of it, regardless of the method, just provides an approximation of the
shape. RS approaches, as shown in Chapter 3.2.3, provide a good overview of
the “real” FOR. However, this is only feasible in smaller grids, as discussed in
Chapter 5.3. The grid losses, grid constraints and the non-linearity of the power
flow equations are three key factors that shape the FOR. Here, the impact of the
non-linearity of the power flow equations on the shape of FOR is demonstrated in
a 3-bus grid with a single FPU (Figure 5-14). Under certain conditions, the FOR
can become non-convex. This chapter describes how the LFA method can cope
with the non-linearity and the non-convexity of the power flow equations.
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Figure 5-14: 3-Bus grid model with power line of variable length defined to evaluate the impact of
the grid non-linearity in the FOR.

The FOR is computed simultaneously with the LFA and the RS methods (with 10

million samples). The power line connecting buses 2 and 3 has an impedance

Z;, = (0,266 + j0,203) Q/km' The length of the line is gradually increased and the

resulting FOR are compared. Voltage limits are set to 0.9 and 1.1 p.u. at all time.

The branch flow constraints are considered in the analysis; however, they are
unreachable in these scenarios, having no impact in the results. The FPU is de-
fined as Type 1 with £250 kW/kVAr limits, as shown in Figure 5-15.

The non-convexity of the FOR becomes evident as the impedance increases, es-
pecially due to the impact of the voltage constraints, evidencing the correctness
of the mathematical descriptions of this peculiar effect in [10] and [109]. In the
shown cases, not only the overall shape of the IPF loses its squareness, but also
the grid constraints start appearing, resembling the model described in Chap-
ter 3.2.1. Yet, a significant impact is only observed when the power line is ex-
tremely long, in this case >200 km, which is unrealistic at the MV level. A notice-
able aspect is that the FOR obtained using the LFA method (black dashed line)
provides a convex polygon contained within the “real” FOR (green area).

The experiment is repeated with larger FPU (x2.5 MW/MVAr). If the FPU in-
creases its flexibility output, the threshold distance at which the FOR becomes
non-convex is reduced, as in Figure 5-16. The voltage restrictions begin to be
noticeable at 20 km, much shorter distance than in the previous case.

The analysis is repeated for LV grids, in the 3-bus constellation with an impedance
Z;, = (0,126 + j0,069) Q/km and the FPU limited to +150 kW/KVAr. The cable

length is again gradually increased until reaching a length of 250 m. Figure 5-17
shows a similar behavior than in the MV grid, at a distance of at least 100 m.
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Figure 5-15: FOR with different power line lengths in a 20 kV grid with +250 kW/kVAr flexibility.
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Figure 5-16: FOR with different power line lengths in a 20 kV grid with £2.5 MW/MVAr flexibility.
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Two main conclusions can be drawn from these chapters. First, that the shape of
the FOR is strongly dependent on the grid topology and impedance, as well as
the FPU capability chart. The transport of the full FPU capability over a single
power line was analyzed here. This can change, however, if instead of the 3-bus
model an n-bus model with the same total impedance and the FPU capability is
shared among all the buses. The second conclusion is that the LFA method al-
ways provides a convex FOR, even when the “real” FOR is not convex. At a given
impedance, the linear FOR begins to underestimate the “real” one, which is not
ideal. Yet, this is preferable than the opposing scenario, where the FOR is over-
estimated, meaning that non-valid operation points are declared as valid. The
non-convexity of the “real” FOR becomes obvious only in extreme scenarios,
where grid constraints are already being stressed. This increases the error in the
computation of the linear FOR. Special attention is required while applying the
proposed method in grids with unusually long branches, e.g. a rural grid with large
distances between consumers; as well as meshed grids.
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Figure 5-17: FOR with different power line lengths in a 0.4 kV grid with +150 MW/MVAr flexibility.

5.5 Impact of Grid Topology and Constraints in the FOR

A radial distribution grid can provide different amounts of flexibility to an overlay-
ered grid depending on the way the power lines and transformers are operated.
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The grid topology is integrated in the LFA calculation in the matrix J in (4-5). New
topologies can be generated by reconfiguring the switching states or by changing
tap positions in an OLTC transformer, resulting in new matrices J. This means that
each individual topology would require an independent computation of the FOR
using the LFA method. On other hand, the selected grid constraints also have an
impact on the LFA method, acting directly in the OPF definition. These two as-
pects are analyzed in this chapter, where the impact on the computed FOR
caused by modifying the grid topology is analyzed; the methodology presented in
[140] is followed. The CIGRE MV grid model shown in Chapter 5.1.1 is used as
reference.

The action of switching power lines on and off and its impact in the grid power
flows was already discussed in Chapter 4.4. This concept is applied in conjunction
to the LFA method to verify the actual impact on the FOR by modifying the grid
topology. When defining a new topology for the grid, depending on the motivation
behind the requirement (e.g. fault isolation, losses reduction, equipment malfunc-
tion or maintenance), it is important to keep the number of unserved customers at
zero, or at least to minimize it. For example, in Figure 5-1, a bad scenario would
be to open switches S4 and S5 simultaneously, leading to a blackout of all cus-
tomers connected to buses 10-12. This might be understandable in the case of
fault isolation, but not in the case of grid reconfiguration due to congestion man-
agement or technical losses reduction measures. Initially, only switches S1 to S6
are considered, giving a total of 64 possible switching combinations. By applying
a scenario reduction based on [140], the feasible scenarios, the ones that ensure
the supply of all customers, are reduced to 19 (29,7% of the total scenarios).

For each valid scenario, a FOR is computed using the LFA method. Figure 5-18
(right side) shows the superposition of the resulting FOR obtained with each valid
topology. The color map shows the probability that an IPF is feasible in all afore-
mentioned scenarios. This means that some IPF could be achieved regardless of
the selected topology (red), while others can only be reached in some very spe-
cific cases (blue), or not at all (white). In general, a fully meshed grid, i.e. all
switches closed, would provide the largest FOR, while in purely radial grids the
FOR begins to be affected by the grid constraints (lowest voltage limit in this ex-
ample). Power line capacities do not impact the FOR, just the transformer maxi-
mal loading, as can be observed by comparing the two graphics in Figure 5-18,
where a large area of the FOR is limited by the 25MVA capacity of the transformer.

Changing the grid constraints can have a large impact in the FOR. Figure 5-19
(left) shows the impact of applying stricter voltage constraints to the grid, which in
this example has a strong impact, as the initial IPF (black marker) is already un-
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feasible and could not be operated safely under any topology. Through this anal-
ysis, it can be realized that the operation of the grid needs to be corrected, in order
to bring the voltage back to permissible limits. Figure 5-19 (right) shows the impact
of reducing the power lines capacity to a 35% of the nominal value.
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Figure 5-18: Superimposed FOR of valid switching states of S1-S6. (left) Without considering grid
constraints, (right) With grid constraints (Unomt10%,).
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Figure 5-19: Superimposed FOR of valid switching states in S1-S6. (left) Reduced voltage con-
straints Unom £ 5%, (right) Reduced branch flow constraints 0.35*Smax.
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Figure 5-20: Superimposed FOR with changing tap positions of OLTC transformer. (left) Default
switching scenario (S4 & S6 open), (right) All valid switching scenarios.
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The transformer tap changer plays a crucial role in the downstream voltage of a
distribution feeder. For this analysis, the tap positions of the MV/HV transformer
connecting buses 1 and 2 are changed between -5% and +5% in 1% steps. In
Figure 5-20 (left), the impact of the tap changer can be clearly observed (each
color step reflects a tap position). When the grid voltage is reduced and the low-
voltage limit of 0.9 p.u. is reached, the area becomes constrained in the upper
right side (due to excessive reactive power absorption from the FPU). Figure 5-20
(right) shows all possible combinations between switching states and tap positions
in a type of superposition of both characteristics.

The flexibility provision of a grid is strongly related to the technical and operational
characteristics of that grid, as well as all pertinent safety margins. The FOR com-
putation will provide helpful information only if the grid is operating in a valid state,
or in a scenario where a valid operation state can be reached with the use of local
flexibility. Under some grid configurations, the LFA algorithm will fail to converge,
meaning that the ADN is not able to provide flexibility to the overlayered grid, since
it cannot ensure its own stable operation first.

5.6 Comparison Between LFA and RS Approaches

The previous chapter focused on proofing the quality of the proposed LFA method
to compute the FOR, especially considering the linearization error. This chapter
focuses on comparing the LFA method to similar random sampling approaches,
in order to evaluate how much the assessed FOR differs from the “real” FOR.
Therefore, the FOR is computed simultaneously using the described LFA and RS
methods, the last one using PDF described in Chapter 3.2.3. The impact on the
FOR of the proposed PDF is analyzed, and the results are compared with the
ones of the LFA method. The comparison is done following the methodology pro-
posed in [108] and [119]. Initially, the CIGRE MV grid (Figure 5-1) is analyzed,
while a larger grid is considered in the following chapter.

o area(FOR, N FOR,)

similarity(FOR,,FOR,) = area(FOR, UFOR,) - 100% (5-3)

Indicates how much do two polygons overlap, considering size,
shape and position in a cartesian space.

With:  similarity
area(P) Area of a polygon P

The concept of “similarity” described in (5-3) is applied to compare the FOR poly-
gons obtained from both methods. The function compares the shape, size and
position of two polygons in the complex power domain. A 100% similarity means
that the two polygons have the exact same shape and are located at the same
position in the complex power domain. On the other side, a 0% similarity indicates
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that both polygons do not overlap at any point, however, even if the polygons have
the exact same shape.

The CIGRE MV grid model of Figure 5-1 is adapted for this analysis. All loads and
generators at buses 4-12 are replaced with FPG. The initial operation point of
each FPG is defined as 0 + jO MV A. For each FPG, a capability chart is assigned,
following two methodologies. In the first one, rectangular capability charts with
limits at £1 MW/MVAr and +1.5 MW/MVAr are defined for all FPG equally. In the
second approach, the FPG are assigned a random convex polygon with 4 to 12
vertices each. The location of the randomly selected vertices is confined within a
box defined by +1 MW/MVAr and £1.5 MW/MVAr. All polygons contain the origin
of the complex power flow cartesian space within their boundaries. The same de-
fined FPG capability charts are used in both FOR computation methods (LFA and
RS), in order to allow a comparison between them. In Figure 5-21, an example of
the randomly selected polygons following the aforementioned prescriptions is
shown. These polygons are used for the subsequent case study.
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Figure 5-21: FPG random capability charts connected at buses 4-12. [108]

A relevant aspect is that the permutations of the vertices of the polygon combina-
tions (assuming between 4 and 12 vertices each) would yield something between
108 - 10" different IPF, and would require as many power flow calculations. The
RS approach intends to reduce the number of calculations, by assessing just a
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reduced number of random samples. Initially, the FOR of the defined grid is com-
puted using 10° random operation points bounded by the rectangular FPG con-
straints (1 MW/MVAr and £1.5 MW/MVAr). The following PDF are used in this
analysis: Normal, Uniform, Beta and Rademacher [108]. Results are compared to
the LFA method. The results, compared to the LFA method, are shown in Figure
5-22 for the £1 MW/MVAr case and Figure 5-23 for the 1.5 MW/MVAr case. The
analysis is performed in both cases with and without considering grid constraints.
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Figure 5-22: Comparison between RS and LFA methods with square FPU boundaries restricted
to £1 MW/MVAr limits. (left) With grid restrictions, (right) Without grid restrictions.
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Figure 5-23: Comparison between RS and LFA methods with square FPU boundaries restricted

to £1.5 MW/MVAr limits. (left) With grid restrictions, (right) Without grid restrictions.
The Rademacher PDF behaves similarly to the beta PDF, results that resemble
the shape of the FOR obtained using the LFA method. On the other hand, the
normal and uniform PDF clearly underestimate the size of the FOR, with con-
servative results. Both Rademacher and beta PDF help improving the quality of
the RS method, proving to be a valid solution to the concerns raised in [23], while
corroborating the reasoning provided in [7] and [14]. This demonstration is initially
valid just for the case of a few (nine in this case) rectangular FPU limits.
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One challenge is to replicate the experiment considering non-rectangular convex
polygons as the FPG boundaries. The problem lies in how to produce a PDF that
resembles the Beta and Rademacher PDF, which can be used with generic con-
vex polygons. The proposed methods to generate bivariate PDF were introduced
in the previous chapters, and their usage with the polygons of Figure 5-21 are
shown in Figure 5-24 and Figure 5-25, once again compared to the LFA method.
The analysis considers 10.000 random samples using each PDF. The following
bivariate PDF were applied to the RS approach: Uniform, 2D-Histogram (Bivari-
ate), Vertices combinations (Vertices) and Quadrants partition (Quadrants).
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Figure 5-24: Comparison between RS and LFA methods with FPU boundaries restricted to
+1 MW/MVATr limits. (left) With grid restrictions, (right) Without grid restrictions.
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Figure 5-25: Comparison between RS and LFA methods with FPU boundaries restricted to
+1.5 MW/MVAr limits. (left) With grid restrictions, (right) Without grid restrictions.

The Quadrants PDF shows good similarity to the LFA approach, displaying its
value in this simplified scenario, while the Uniform PDF shows the worst perfor-
mance. The Bivariate approach shows improvements compared to the Uniform
PDF, but not as good as would be expected from the Beta PDF in Figure 5-22
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and Figure 5-23 for the rectangular cases. Due to the strong performance of the
Quadrants approach, as well as its simple implementation, it was decided not to
include the Bivariate approach in the forthcoming analysis. The grid constraints
do have an impact on the results, as the thermal limit of the line connecting buses
2 and 3, as well as the transformer limitations, restrict the shape of the FOR.

To analyze the replicability of the proposed PDF, the process was repeated 200
times. For each iteration, a new set of polygonal FPG boundaries is generated,
considering the £1 MVA/MVAr and 1.5 MW/MVAr limits. Figure 5-26 and Figure
5-27 show the distribution of the similarity for the four proposed PDF. The boxplots
show the absolute max/min, the 25/75 percentiles and the average values. It can
be observed that the Quadrants approach provides the best comparison to the
LFA method. From these results, two conclusions can be drawn. The first one
being that the proposed LFA method provides plausible results for the FOR, that
are corroborated with power flow calculations. The second conclusion is that the
RS approach can also provide accurate results, but only if the proper PDF is ap-
plied for the selection of the random samples. These conclusions are valid for the
presented case study. This analysis was extended to a larger 20 kV distribution
grid in [108], validating the tendencies observed in Figure 5-26 and Figure 5-27.
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Figure 5-26: Distribution of similarity between RS approach with proposed PDF and LFA with
+1 MW/MVAr FPG limits after 200 iterations. [108]
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Figure 5-27: Distribution of similarity between RS approach with proposed PDF and LFA with
+1.5 MW/MVAr FPG limits after 200 iterations. [108]
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5.7 Comparison of LFA to Similar Approaches

The LFA algorithm shares some similarities to the ICPF algorithm of [22], against
which a comparison was done in [4], regarding the quality of the FOR and the
computation time. This showed the strengths of the algorithm proposed in this
thesis. Meanwhile, further developments to the LFA were done, allowing for a
greater reduction of the computational time, i.e. parallel computing techniques in
the quadrants-based search of FOR boundary points and using the commercial
CPLEX solver instead of the linprog function in MATLAB. This chapter provides a
comparison of the LFA, RS and ICPF algorithms applied to the scenario described
in [108].

The radial MV Feeder 4 (Figure 5-4) is used in [108] to study the limitations of
using the RS approach based on the amount of FPU/FPG in a grid. The analysis
complements the results of [4]. The approach provided in [108] is used in here,
where the FOR is computed with different numbers of FPG, each with a random
convex capability chart. The sizes of the random capability charts are bounded to
+200 kW and £200 kVAr, similar to Chapter 5.6. All polygons contain the origin of
the complex power flow cartesian space within their boundaries. Figure 5-21 acts
as orientation for the approach taken to define these polygons. In each iteration,
equal to increasing the number of FPG in the grid (between 1 and 95 FPG), the
FOR is computed using the RS, ICPF and LFA algorithms. The entire process is
repeated 30 times in total, in order to have a statistical support of the results.

The ICPF method was implemented here with the non-linear equations system
and adapted with the improved search algorithm proposed for the LFA algorithm
(cf. Chapter 4.2.9, equations (3-17) - (3-20), and constraint (4-10) [22]). The fmin-
con function in MATLAB is used to solve the non-linear OPF to locate the FOR
vertices, while the dual-simplex CPLEX solver is used in the LFA algorithm. The
computational speed of both, ICPF and LFA, methods was improved by parallel-
izing the computation of the four quadrants. Additionally, the RS approach is im-
plemented with a linear power flow algorithm [145]. This allows for much better
computational times than performing sequential NR-PF calculations. The maximal
amount of FOR points searched by both ICPF and LFA methods is limited to 32
(kmax = 3). The RS approach considers 250.000 samples, obtained using the
quadrants PDF described in Chapter 3.2.3.2. The similarity of the FOR obtained
with the different methods, as well as the required computational times for the
selected scenario are analyzed next.

More FPG means that more flexibility can be used in the grid, resulting in a larger
FOR; until grid constraints begin restricting the area. Figure 5-28 shows how the
FOR size grows with increasing numbers of FPG. It was shown in [108], that the
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RS method with the Quadrants approach allows the size of the FOR to growth
with the number of FPG, thus the quality decays quite rapidly compared to the
LFA method (this becomes more clear in Figure 5-28 and Figure 5-29). In con-
trast, LFA shows a very good similarity compared to the adapted ICPF method,
where the differences between both FOR are almost neglectable in most cases.
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Figure 5-28: FOR obtained with RS, ICPF and LFA methods with increasing number of FPG.

The similarity is computed with (5-3), and the FOR obtained with the LFA is used
as base for comparisons. Both algorithms provide similar results, yet the LFA
computes faster (Figure 5-30)'4. The processing time of the RS method is inde-
pendent of the number of FPG, while the computation time increases linearly in
both ICPF and LFA methods. As the number of FPG increases, the non-linear
method becomes more unstable, and the processing time increases greatly.

Different factors impact the computation time of the LFA method, e.g. selected
optimization solver, or the parametrization of the algorithm itself. The most im-
portant parameter in the LFA algorithm is the maximal amount of points that can
be assessed during one aggregation. This results in at most 4 + 2kmax FOR
boundary points, where k,,,, is the number of iterations as previously defined in
Figure 4-4. With the selection of a larger k,,,,, the required computational time

4 Simulations performed in Matlab 2020b using a Ryzen 7 3700X at 3.6 GHz and 32GB RAM.
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increases, as can be clearly observed in Figure 5-31. Increasing the number of
points improves the quality of the FOR, at the cost of drastically increasing the
computational time. Therefore, a trade-off between time and quality needs to be
reached. A good compromise is achieved between 2 < k,,,, < 4 iterations (re-
sulting in 16 to 64 FOR boundary points), depending on the size of the problem.
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Figure 5-29: Similarity of RS and adapted ICPF approaches compared to LFA with increasing
number of FPG.
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Figure 5-30: Computation time with RS, adapted ICPF and LFA methods based on FPG number.
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Figure 5-31: Required computation time to obtain the FOR using the LFA method with increasing
number of iterations k., ., to assess additional boundary points.
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6 Use Cases for the Planning and Operation of
Distribution Grids

In the previous chapters, a method to compute the FOR of distribution grids based
on linear optimization was introduced and compared to similar methods. The main
feature of the proposed method is that it strongly reduces the required computa-
tion time to assess a FOR. Different use cases for the use of the FOR in the
planning and operation of power systems can be found in literature; however,
there is a wide consensus that a reduction in the computational time would be
beneficial for the further development of the use cases. By reducing the compu-
tational time, the FOR concept can be projected to be used during “real-time” op-
eration of power systems, which relies on fast decision in response to the current
system state. The application of the LFA method would allow to reengineer the
usage of the FOR in existing use cases, which were forced in many cases to
consider either simplified solutions (random sampling approach) or to keep its us-
age restricted to reduced numbers of FPU/FPG.

Some use cases have been published linking the FOR to the operation of LV
microgrids. In [113], the COMMELEC framework showed the use of the FOR con-
cept in the real-time control of a LV microgrid, with a dazing refresh rate of 200ms.
To meet requirements of real-time applications, grid losses are neglected in the
FOR-computation process, which relies on Minkowski sums. Yet, it is unclear how
the FPU are modelled, which is a relevant information necessary to estimate the
computation time of the FOR. Therefore, the scalability of the approach for larger
LV grids or even MV grids remains uncertain. A similar concept was presented in
[148], which uses the FOR of a microgrid to determine proper droop control gains
parametrization at the PCC, which is then distributed to the local controllers of the
DER. The hierarchical approach resembles the schemes proposed in [41] and
[149], and the application to microgrid stability control approaches looks promis-
ing. Nevertheless, the publication is simulation-based and there is no further in-
formation about the “real-time” capability of the approach. In [150], the FOR is
used to define the feasible operation points that can be defined during the resyn-
chronization of an islanded microgrid.

Different usages of the FOR during the daily grid operation by TSO/DSO have
been proposed as well. Throughout the IDEAL project, a system was developed
to demonstrate how a distributed coordination of power flow control actions can
help relieving congestions in distribution lines [57]. The FOR is applied to simplify
the representation of underlayered grid sections, which helps the grid operators
in the control room to optimize the reactive power flow by adapting the line imped-
ances through Distributed Power Flow Controllers (DPFC). Such an application,
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aimed to improve the observability of the grid, is also found in [39], which took
place under the Italian ATLANTIDE project. In [151], the use of the FOR concept
to deal with grids with limited observability was discussed. In it, a distributed hier-
archical approach uses the FOR of underlayered grids to assess possible opera-
tion point changes that could help remedial N-1 security violations at the higher
voltage level.

Not only grid operators might benefit from the FOR concept applied to power sys-
tems, but also market participants. A model for the usage of the FOR concept to
the operation and marketing of a VPP was provided in [152]. There, the FOR
computation is performed solely for the assets included in the VPP, allowing to
describe their flexibility potential over time. A novel aspect in that work is that the
FOR computation is included within a techno-economical optimization, which
aims to maximize the profit of a VPP within a market environment.

There has been plenty of activity around the use of the FOR in the last few years,
not only in the grid planning aspect, but also in the grid operation area. The goal
of this chapter is to provide insight of how a fast computation of the FOR can
provide additional benefits to the discussed use cases and even help to generate
new use cases. This is discussed based on three different aspects, which show
some resemblance to the ones portrayed before. The first use case involves the
coupling of the algorithm with time-series, which usually requires the sequential
computation of a large chain of FOR. The second use case corresponds to a multi-
level aggregation approach, which aims to distribute and parallelize the computa-
tion of distribution grids over different voltage levels. The third, and final, use case
aims to using the resulting FOR in the provision of ancillary services as required
by an overlayered grid operator in a hierarchical operation. As mentioned before,
these use cases have been partially discussed in other publications, as well as by
the author of this thesis (e.g. [41], [141], [150]). The novelty in this instance is the
application of the fast calculation approach for more complex analysis of power
grids based on a large number of repetitions of the computations.

6.1 Time-Series Based Aggregation

A recurrent task in the planning and operation of distribution grids involves work-
ing with prognoses of load and generation, in order to assess future scenarios of
the grid. These can be either short-timed (i.e. the next 15 minutes or the coming
few hours) or long-termed (i.e. a month or an entire year). Both of these time-
frames are covered in this chapter.
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6.1.1 Long-Term Time-Series Analysis

As RES penetration introduces new uncertainties in the power systems, traditional
worst-case grid planning approaches are being replaced with time-series based
analysis (e.g. [153]). Time-series based calculations allow assessing several as-
pects that are not possible in a worst-case approach, i.e. the simultaneity of load
and generation, seasonal behaviors of the grid, or the probability of overloading
certain power lines or transformers. In general, such methods provide information
of better quality for grid reinforcement planning purposes, compared to traditional
worst-case approaches. Coupling the FOR with time-series can provide even
more additional information, as for each period, not only a single operation point
of the grid is obtained, but also the possible operation points that could be
achieved when controlling under layered FPU.

The integration of time-series into the FOR concept is demonstrated using the MV
grid of Figure 5-5 as reference. Loads are defined as the aggregated residual load
connected to the LV/MV transformers, for which time-series in 15-minutes resolu-
tion for an entire year are generated (35040 periods). The time-series are a com-
bination of real measurement data (for large customers and generators) and syn-
thetic profiles (based on [154], for buses without measurement). These time-se-
ries are coupled to the FPU following the approach introduced in Chapter 4.5. As
no information regarding reactive power consumption was available, a random
power factor is defined for each LV grid, with the following normal distribution:

cos(@)ing = N (1, 0%) = N (0.95,0.025) (6-1)
With: N (u, 0?) Normal distribution with mean p and variance o2

This example aims to show, how the flexibility provision of PV generators impacts
the possible IPFs of the grid, observed at the HV/MV transformer. The results of
the time-series-based FOR computation of four different months is shown in Fig-
ure 6-1, in order to show the seasonal impact of the PV generators in the FOR (all
PV are defined as Type 5 FPU). Two scenarios were computed, one with the
original dimensions of PV (blue area) and a second one with 200% PV capacity
(red area). In this case, the grid restrictions play no role in the results, as the power
lines and transformer are never overloaded, at the same time the voltage limits
are always respected. Increasing generation in this particular grid is actually ben-
eficial, as it helps reducing the peaks of the load profile.
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Figure 6-2: Seasonal impact of PV generation in the FOR (load increased in 150%).

On the opposite, when the load is increased, to 150% of the nominal value in this
case, the IPF are shifted closer to the limits of the HV/MV transformer, as can be
seen in Figure 6-2. The resulting FOR are a combination of the results that would
be obtained after applying worst-case and probabilistic approaches to assess the
future status of a given power grid. This provides more information than a worst-
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case approach by showing how IPFs behave over time, e.g. through the overlap-
ping of the areas in the graphic, which in turn is equivalent to the main result of a
probabilistic approach. As is visible from Figure 6-1 and Figure 6-2, the selected
grid has enough room for increasing load and generation, at least at a global level,
a more detailed analysis of the single branches is still required. However, this is
could be assessed with help of this method, as shown in the following example.
By assuming reduced branch limits (50% of the nominal value), the grid capacity
is artificially decreased. On one side, only the transformer is limited, followed by
a reduction of all branch capacities (Figure 6-3). For the sake of demonstration,
the month of May is used as reference, considering an increase in the load of
125%. Reducing the transformer capacity would already make the operation of
the grid unfeasible during plenty of periods. This becomes worse by halving the
entire grid capacity, where the blue area becomes much more constrained com-
pared to the base case, meaning that the internal branches are also overloaded.
Similar analysis can be performed to assess bus voltage violations; which is not
an issue in this specific scenario.

Additionally, the provision of flexibility by other means of generation connected to
the grid (i.e. CHP, Biogas or Hydropower) can be analyzed following similar ap-
proaches. Different to RES-based generation, the flexibility provision of SG is not
directly associated to climate factors, therefore, their flexibility provision capability
depends on how they are dispatched. In the analyzed grid, one diesel generator
with 640 kW of installed capacity is connected (FPU of Type 6). The computation
is repeated, resulting in a generally larger FOR through all periods, because of
the SG capability (a control over the entire feasible region is assumed), as seen
in Figure 6-4. In normal operation, conventional generators would more likely be
acting as base load power plants, however, if they are large enough, they could
be either directly marketized for some ancillary services or integrated into a com-
mercial VPP concept. In the later cases, it makes sense to consider possible
changes to their operation point as part of the flexibility analysis. The flexibility
provision of SG can be seen as time-invariant, making the FOR appear as time-
invariant as well, regardless of the time of the year.

Assessing the FOR of an entire month with 31 days requires 2976 computations
in total (15-minutes intervals). This could be performed sequentially, however, the
large amount of required iterations demands large processing times, which can
be shortened by parallelizing the FOR computations. This is done using the par-
allel computation capabilities of MATLAB, considering that each FOR computa-
tion is independent. A comparison of the total computation times with and without
parallel processing is shown in Figure 6-5. A reduction of around 90% of the pro-
cessing time can be achieved with little effort.
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The processing time of the LFA method was already analyzed in Chapter 5.7,
nonetheless, those results are complemented in Table 6-1, which shows the sea-
sonal variation of the average FOR computation time. It can be seen how the
average values correlate with the PV generation over the year, taking less time to
compute in winter and longer in summer, where the days are longer, hence PV
generation lasts longer. Adding the SG generator increases the overall computa-
tion time, as it can provide flexibility the entire time.

Table 6-1: Summary of average FOR computation times in different scenarios.

Scenario (Month) PV/s PV+SG/s
January 0.35 0.55
March 0.40 0.57
May 0.46 0.61
July 0.45 0.61
August 0.47 0.62
October 0.36 0.55
December 0.30 0.52
Year Average 0.40 0.58

6.1.2 Short-Term Time-Series-based Analysis

The operation of power systems requires making short-term decisions, therefore,
complex calculations must be performed in reduced time, in order be able to en-
sure a correct operation of the grid in “real-time” and allow hasty curative actions
when an asset fails or there is a deviation from the expected operation. Several
mechanisms have been developed for this purpose, i.e. frequency control, reac-
tive power compensation, or redispatch, which have allowed to fulfill the tasks
successfully for many years. The integration of volatile RES, storage systems,
and controllable loads, in conjunction with the decommission of conventional
power plants, are forcing successfully established processes to be modernized.

One example can be seen in Germany, where the Primary Control Reserve (PCR)
auction blocks were reduced from 24h to 4h, in order to facilitate the participation
of wind generation and storage systems in the frequency control ancillary service
market'S. This signalizes changing times, which harmonizes with current research
trends focusing on TSO-DSO cooperation, on defining novel flexibility markets,
and generally taking advantage of increasing RES controllability and storage pos-

'S www.regelleistung.de
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sibilities [155]. Another example is the Redispatch 2.0 being worked on by Ger-
man TSO and DSO, aiming to include RES and CHP systems of 100 kW or more
as well as systems with a lower output that can be remotely controlled by a grid
operator at any time in the redispatch process 6.

In this context, the development of modern tools to assess flexibility provision and
its impact on the grid becomes necessary, especially considering the countless
different types of ancillary services available. Ancillary services are per definition
short-noticed actions, which result from day-ahead, intra-day or real-time deci-
sions, with the tendency to move closer to real-time, meaning that the information
flows need to be fast. A fast computation of the FOR can help in this matter, as it
allows to provide complex input to the grid operator in reduced time, matching the
aforementioned requirements. In this use case, a short-time grid behavior forecast
is proposed, in which possible operation states of a grid segment are analyzed
considering flexibility capabilities. This is based on short-term time-series, which
forecast the behavior of grid assets (load and generation, particularly crucial for
RES) for the next instants, i.e. next 15 minutes, next 4 hours, or even the entire
next day. By computing the FOR, it is possible to observe, if the potential use of
specific ancillary services (e.g. PCR) can impact the normal operation of the un-
derlayered grid, as well as how much flexibility can be provided in this interval or
if it is possible to sustain specific operation points at the TSO/DSO interface over
time. This can be performed easily in grids with few controllable assets, however,
the complexity increases with the growing number of installed DER.

The MV feeder of Figure 5-5 is considered for this example, mostly due to its large
installed PV power, with 6.9 MW in total. Based on the data visualization de-
scribed in [141], the aggregation over an entire day is done. Figure 6-6 (left) shows
the resulting FOR and the corresponding IPF for each interval, while in Figure 6-6
(right), the initial IPF is subtracted from the FOR. This shows the flexibility that
can be provided for each period regardless of the grid operation point. From this
perspective it can be seen in which direction (regarding active power) flexibility
can be provided. In this case a negative AP is obtained by curtailing PV, while a
positive AP comes from activating SG.

Some clusters of conceivable IPFs can be observed in Figure 6-6 (left) where the
FOR overlap. This visualization for an entire day does not offer much information
regarding the possible |IPFs that can be achieved, as there are clear differences
between the night and day behaviors. Focusing on just a few periods make more

16 Officially beginning on 01.10.2021, www.bdew.de
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sense, especially considering the typical time-frames for ancillary services provi-
sion, e.g. 4 hours for frequency-based ancillary services.
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What is shown in Figure 6-7 are sequential FOR in different time spans and the
set of IPF that are possible to reach 100% of the time (FOR;4¢¢,), Which is the

intersection of all polygons, defined as:
t0+n
FOR100% = ﬂ FORt (6'2)
t=t0

With:  FORyg, FOR including operation points achievable 100% of the time

The resulting FOR are shown as the shaded areas, while FOR, 9, is represented
as the red polygon. As 15-minutes time-steps are used, four consecutive FOR
amount to one hour. In the four presented cases, the initial time-step ¢, is always
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the same, only the number of future time-steps n is changed. The further one
looks into the future, the smaller is the resulting polygon, which in some cases
can be even inexistent (e.g. midday ramp).
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Figure 6-8: Set of IPF that can be sustained for longer time-periods. The color map describes how
long an operation point can be sustained starting from that specific time.
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The FORyo, Not only depends on the size of the FPU boundaries, but also on the
operation point of the grid, which fluctuates with load and generation over time.
By applying the LFA method, it is possible to compute these scenarios in a short
time, allowing to compute the FOR, 0, for several sequential time-frames.

Figure 6-8 depicts the IPFs that could be maintained for at least one more hour,
for four different days. The color scale shows for how long an operation point could
be maintained from that specific moment onwards. It is clear that just a few IPF
can be maintained for the maximal assessed time (red color, representing 9 hours
in the future) is reduced. The shape and colors depend on the conditions of each
grid and the amount of flexibility available. In the example, during the midday peak
in a summer day in August, a constant operation point around 13-15 MW could
be sustained for around 9 hours (beginning at 9AM). While in June, some opera-
tion points could be sustained only for a couple of hours. In contrast, a colder day
in October, where PV generators offer only limited flexibility, shows a reduced
number of IPF that can be held over time.

The example in Figure 6-8 shows the probabilistic behavior of the IPF over a time
span, yet it does provide much insight into the actual amount of flexibility that the
FPU inside the FPG can provide. This can be seen in Figure 6-9, which shows for
the same four days how much the IPF can be modulated for each period and for
how long that change can be maintained. During the day, PV generation takes
over and offers the most amount of negative flexibility, as they can be curtailed.
There is an emergency diesel SG connected to the grid, which can provide posi-
tive flexibility for the most part of the day. Therefore, flexibility in both directions
can be offered.

A noticeable discontinuity of the color band can be observed in the early morning
hours in Figure 6-8 and Figure 6-9, between 8:00 and 10:00. During this time, at
sunrise, is when PV generators begin injecting power into the grid with a large
ramp. This causes a state where the flexibility provision from the grid cannot be
sustained for longer than one hour, and those FOR are neglected in the diagrams.

6.2 Multi-Level Aggregation

Power systems are incredibly complex, with thousands or even millions of assets
spread over large distances, that require constant surveillance and precise con-
trol, with a constant risk of failure. Due to its complexity and size, the grids are
supervised and controlled by different entities and control systems, depending on
the operating voltage level, as well as geographical, geopolitical and economical
restrictions, among others. Germany is an extreme case, with 4 TSO and close to
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900 DSO of vastly different sizes operating the power grid. The level of coordina-
tion, among these companies, that is necessary to ensure a stable operation of
the power system is enormous, which in many cases is hindered by the fact that
they are not allowed (or in some cases just unwilling) to share detailed information
about the topology of their grids. This would in many cases facilitate the coordi-
nation efforts among grid operators sharing physical interconnections.

This chapter discusses a method that would enable information exchange among
grid operators, by using the FOR to communicate the state of the grid. This would
not only allow improving the communication between grid operators by reducing
the amount of information required to be transferred (just the FOR), but also by
reducing the complexity of the computation of the FOR. The FOR concept allows
for representing entire grid sections through simple models, i.e. a vector with PQ
coordinates, which can then be used as input for the assessment of the rest of the
interconnected networks. With the use of aggregation methods like the LFA, this
entire process can be performed in short time, and can be reduced even more by
parallelizing the computation of the single underlayered grids.

A concept for the distributed computation of the FOR, focusing on vertical grid
coordination, was proposed in [55], where the FOR is computed in a bottom-up
manner among different voltage levels. Parallelly, a similar approach was taken
in [41], where the operation of microgrids was analyzed by means of the FOR
computation. Figure 6-10 shows how the operation of a grid can be divided ac-
cording to the different voltage levels (e.g. single MV or LV feeders), as in reality
they are all part of one larger and more complex system. With the FOR concept,
the operation of the underlayered grids can be represented as equivalent gener-
ators [39].

Following the structure of Figure 6-10, in a multi-level aggregation approach (i.e.
bottom-up aggregation), the FOR of the different grid sections are sequentially
computed beginning with the lowest voltage grid levels (e.g. LV grids). A similar
iterative approach is proposed in [156], although just focused on reactive power
provision at the interconnection point, as the FOR concept was not considered.
The resulting FOR of each underlayered grid is used to define the FPG bounda-
ries at the interconnection point with the higher voltage level. Once the FOR of
each underlayered FPG is assessed, the FOR of the next voltage level is com-
puted. This is repeated until the highest voltage level is achieved. It is assumed
in this case, that the FOR is computed referencing the buses, where the trans-
formers are located (the interconnection buses). The next chapters show how the
multi-level approach is applied to two different grids, one involving a LV/MV inter-
connection and a second involving a MV/HV interconnection.
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Figure 6-10: Multi-level aggregation approach, starting by aggregating the LV grids and using the
resulting FOR as input for the aggregation of the MV grid. The operation of an entire
MYV can be described by a single FOR.

6.2.1 Multi-Level Aggregation in MV/LV Grids

In [41], a multi-stage aggregation procedure was proposed and demonstrated us-
ing the grid model shown in Figure 5-1, including the LV Feeders of Figure 5-2.
There, the general functionality of the multi-level approach was demonstrated, by
performing independent FOR computations of the LV grids and applying it to the
MV grid. The results are compared to the equivalent computation of the FOR in a
single step, where the FOR of the entire grid is assessed at once. The main result
is that both FOR obtained from the single- and multi-step approaches are differ-
ent, because the voltages at the interconnection points are not properly treated.
A detailed description of the multi-level approach is described next.

6.2.1.1 Aggregation of Single LV Feeders

In the first step of the approach, each LV feeder is considered as an individual
and isolated grid, whilst the connection to the MV grid is modelled as the slack
bus. The IPF at the 20/0.4 kV transformers is aggregated considering the flexibility
provision of all FPU within each of the LV feeders. The operation of each feeder
can be represented through a unique FOR (for a specific operation point), from
which an example is shown in Figure 6-11 for the three LV grids. These FOR are
computed assuming a slack bus voltage of 1 p.u. In the analyzed case, LV grid 2
can provide the most flexibility, mostly due to the curtailment of PV generators.
On other hand, the BESS provide all three feeders with positive and negative ac-
tive power flexibility.
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6.2.1.2 Aggregation of MV Distribution Grids

The FOR of the LV feeders represent the operation boundaries of these grids in
the MV grid, as the detailed models are simplified and represented as an FPG.
For the analyzed LV feeders, all three of them operate mostly in the first quadrant,
acting as loads towards the MV grid. Adding the FPG to the MV grid model allows
performing the next stage of the aggregation, as the FOR is once again computed,
using the same methodology. The studied MV grid contains one large wind gen-
erator which provide more flexibility than the three LV feeders combined; there-
fore, the resulting FOR of the MV grid is mostly defined by that FPU. The resulting
FOR of the multi-level aggregation approach is shown in Figure 6-12. At the same
time, the FOR is obtained by assessing the entire MV grid at once, including the
physical interconnections to all three LV feeders. The comparison is shown in
Figure 6-12 [41]. The application of the proposed multi-level approach provides
similar results compared to the all-at-once assessment of the entire grid, however,
it is noticeable that both FOR are different.

During the FOR computation of the LV feeders 1 and 3, some operation point
combinations cause the voltage to drop beyond the minimal allowed voltage of
0.9 p.u. These violations cannot be properly detected during the multi-level ag-
gregation method, since the voltage at the slack bus is kept constant with the flat-
start value. This issue was not properly discussed in [41], but is complemented
with the next chapter.

6.2.2 Impact of Voltage at the Interconnection Point

Sectioning a grid among the different voltage levels (see Figure 6-10) results in
several isolated grid sections without any physical link between them. However,
in a real grid, any alteration of the voltage profile of the MV grid should inevitably
be reflected in the voltage profiles of the LV feeders. By completely isolating the
grid sections, this effect is entirely neglected, as the slack bus voltage (bus repre-
senting the interconnection point between grids) is now defined as a constant
value for the power flow computation. One approach to overcome this issue is to
complement the uncoupling of the grids with Thévenin grid equivalents, as stated
in, inter alia, [7], [55], and [69]. However, it is not trivial to compute the Thevenin
equivalent of a grid, especially for larger grids. Consequently, simpler alternatives
are necessary.

The FOR describes a collection of operation points, each resulting in different
voltage profiles of the grid. Changing the operation point of an LV feeder changes
the voltage profile of the MV grid, in turn affecting the voltage profile of other LV
feeders. This coupling effect can affect the computation of the FOR.
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In [55] and [148], interesting analysis on the impact of the slack bus voltage in the
FOR were provided, similar to the discussion in Chapter 5.5 of this work with the
operation of an OLTC transformer. In [55], the PQu representation of a grid was
proposed, corresponding to a 3D representation of the FOR, including the slack
bus voltage. In the presented use case, for each of the three LV feeders, the FOR
is computed for a set of discrete slack bus voltages between 0.9 p.u. and 1.1 p.u.,
resulting in the representations shown in Figure 6-13.

The three feeders operate in a state, where there is more load than generation,
therefore, only undervoltage issues are observed. This is supported by Figure
6-13, as none of the three volumes reaches the minimum voltage of 0.9 p.u.,
meaning that below a certain threshold no FOR can be computed, as no valid
operation points exists due to voltage constraint violations. The minimum slack
bus voltage at which a valid FOR can be obtained is 0.937 p.u. for LV Feeder 1,
0.91 p.u. for LV Feeder 2, and 0.96 for LV Feeder 3. Below these voltages, the
flexibility provided by the FPU in the feeders is not enough to bring the grid back
to a valid operation state.
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Figure 6-13: FOR of the three LV feeders computed using different slack bus voltages.
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Figure 6-14: Distribution of voltages in the combined LV/MV grid for a large number of random
FPU operation points using Monte-Carlo simulations™”.

It was described in [148] how the voltage profile tends to fluctuate more in a LV

grid, than in a MV or HV grid. This was observed for the studied CIGRE grid with

the detailed LV feeders coupled to the MV grid, creating a single large grid). Based

on Monte-Carlo simulations, the impact of the FPU operation points in the grid

voltage was studied.

For each FPU, a random operation point is selected, a NR-PF is computed and
the resulting voltages stored, and the process is repeated 2 million times. The
resulting distribution of the bus voltages is shown in the boxplot of Figure 6-14.
The interconnection points of the LV feeders with the MV grid are displayed with

7 Buses of LV feeders follow the same sequence as in the described models in Chapter 5.
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the colored arrows. It is clear, that a small deviation in the voltage of the MV buses
can cause a large deviation of the voltage at the LV level, even bringing the grid
to operate below the defined limits (0.9 p.u.). When computing the FOR, this
would mean that certain operation points of the LV feeders are unfeasible, con-
firming the results of Figure 6-13, especially as the LV feeders 1 and 3 tend to
operate extremely close to the minimum voltage level.

The PQu representation can be useful when aggregating single grid sections in
isolation, as it provides a good representation of the valid operation points of the
grid under any slack bus voltage condition. However, it has one major disad-
vantage, as it requires a large number of FOR computations (because of the large
number of sampled slack voltages) and the process needs to be repeated, if the
FPU limits change (analogous to the time-series approach in the previous chap-
ter). Representing the FOR with different slack bus voltages could be helpful,
however, the PQu representation is not optimal and imposes additional computa-
tional burden compared to an alternative solution provided in the coming chapters.

6.2.3 Voltage Correction at Interconnection Points

The LFA method computes the FOR assuming a constant slack bus voltage, and
does not consider possible changes of the slack voltage due to the usage of flex-
ibility. The PQu concept described in [55] intends to tackle this issue, by compu-
ting the FOR of each permissible voltage at the slack bus (see Figure 6-13). A
simpler approach is proposed at this point, where just a single slack bus voltage
correction is performed. This allows improving the results provided by the pro-
posed multi-level aggregation approach. The approach involves an iterative cor-
rection of the voltage at the interconnection points between grid voltage levels. A
MV/LV grid is used as example for describing the method; however, the approach
could be extended to other grid combinations.

The process to correct the resulting FOR in the multi-level approach:

Step 1: Prepare the grid model by setting the expected operation point of each
load and generator in the MV grid and the LV feeders.

Step 2: Compute a NR-PF of each LV feeder with 1 p.u. slack bus voltage, or with
a more precise value if it is already known.

Step 3: Set the resulting IPF for each LV feeder as the operation point of the ag-
gregated LV feeder in the MV grid and compute a NR-PF.

Step 4: Set the obtained voltages for the buses connecting to the LV feeders as
the slack bus voltage of each feeder and compute the FOR.
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Step 5: Set the FOR as the boundary limits of the FPG representing each LV
feeder in the MV grid. Compute the FOR of the MV grid.

Step 6: Each IPF in the boundary of the MV grid FOR corresponds to a specific
voltage profile in the grid (analogous to the FOR-correction method of
Figure 4-5). The minimal and maximal voltages for each bus are searched
by analyzing these IPF.

Step 7: The FOR of the LV feeders are once again computed using the minimal
or maximal bus voltage from Step 6 (this depends if the downstream lower
or upper voltage limit is more likely to be violated).

Step 8: Set the FOR as the boundary limits of the FPG representing each LV
feeder in the MV grid and compute the final FOR of the MV grid.

This is an iterative process, in which the voltages at the interconnection points
between voltage levels are computed several times in order to replicate the cou-
pling effect of different interconnected grid sections, where the change in the op-
eration point of one grid section impacts the operation point of another section.
The result is a FOR that is similar to what would be achieved in a single-step
computation, however, an exact result (compared to the single-step FOR) is not
expected to be achieved. By using the minimal and/or maximal expected voltages
at the interconnection points, an underestimation of the FOR is enforced.

An example is shown in Figure 6-15, where the evolution of the FOR computed
at the MV grid is shown for different slack bus voltages of the LV feeders. Based
on Figure 6-13, it is known that the FOR of LV feeders becomes restricted as the
slack bus voltage is decreased, an effect which is not properly assessed in cases
where 1 p.u. or even the initial operation voltage is used (black and red lines in
Figure 6-15, respectively). On the other hand, using the minimal voltage value
(green line) is helpful to keep the final FOR similar or smaller than the single-step
FOR (blue line), which would avoid showing non-valid IPF as valid.

6.2.4 Multi-Level Aggregation in HV/MV Grids

A multi-level aggregation concept was previously discussed for a MV/LV system.
It was observed that in cases where the FOR is restricted by the constraints, the
voltage at the slack bus of the LV feeders needs to be corrected, otherwise there
is a risk of overestimating the FOR of the MV grid. In this chapter, the analysis is
reproduced for a meshed HV grid serving a few MV feeders, which at the same
time serve numerous LV grids. The MV feeders of Chapter 5.1.3 are defined as
FPG, each supplying between 70-110 LV feeders. The remaining MV feeders are
considered to be inflexible and described by a single operation point.
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Figure 6-15: Comparison of FOR computation in single-step and multi-level aggregation with dif-
ferent slack bus voltages of the underlayered LV feeders.
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Figure 6-16: FOR of the three MV feeders computed using different slack bus voltages.

By using the PQu representation on the MV feeders, an obvious dependency of
the reactive power flexibility provision on the slack bus voltage is seen. Comparing
the results of the MV feeders in Figure 6-17 to the ones of the LV feeders of Figure
6-13, the volumes representing the MV feeders show a noticeable inclination to
the left side, as there is a linear relationship between the reactive power limits and
the slack bus voltage. The relationship is linear due to the linearity of the LFA
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method, otherwise, non-convexities could appear, as these MV feeders are com-
posed of cables with large capacitances. This has a strong impact on the multi-
level approach, making it necessary to design a proper voltage correction tech-
nique. In the case of MV Feeder 6, the size of the FOR is reduced as the slack
bus voltage gets closer to the limits, however, it is unlikely for a HV grid to be
operated so distant from the 1 p.u. value, reducing the relevance of this issue.

The multi-level aggregation process is applied to this grid, beginning this time from
the MV level. For each FPG a FOR is computed and its shape is defined by the
mix of FPU within each FPG. The results are shown in Figure 6-17. It is clear that
the feeders provide different amounts of flexibility. The resulting FOR of the multi-
stage aggregation approach, observed at the slack bus of the HV grid, is also
shown in Figure 6-17. An initial slack bus voltage of 1.04 p.u. is set for all feeders,
which is corrected during the process.
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Figure 6-17: FOR with bottom-up multi-level approach and impact of slack bus voltage correction.

As previously shown in Figure 6-14, the voltage at the MV level does not fluctuate
as intensely as in the case of LV grids, being also the case for HV grids. Therefore,
for this example, a change in the slack bus voltage of the MV feeders does not
cause a significant change in the FOR, especially as the MV grids are usually
operating away from the operational limits. However, as shown before, the voltage
and reactive power limits are strongly interconnected, causing the FOR to shift
among the reactive power axis after the slack bus voltages are corrected.
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The application of the LFA method in this scenario poses two main benefits. The
first one is the quickness of the operation. Assessing the entirety of the grid with
the multi-level approach required on average 18.9 seconds® with different oper-
ation points’®. Table 6-2 describes the average computation times required for all
stages of the process. All computations are performed serially. Overall, the grid
contained 11 HV buses, 272 MV buses and 49 FPU. The size of the MV grids
plays the largest role in the computation time, as MV Feeder 4 takes considerably
longer to compute than the rest. The computation of the FOR of the HV Grid in-
cludes the NR-PF calculations to update the grid voltages.

Table 6-2: Summary of average computation times of process stages and the total processing
time (average of 20 repetitions of the experiment).

Grid Step4/s Step7/s

MV Feeder 4 4.34 4.16

~
S MV Feeder5 1.51 1.51

©
& MV Feeder6 1.85 1.83
HV Grid 1.84 1.85

Total Avg.

. . 18.89
Processing Time

The second benefit is that it gives the possibility to distribute (and parallelize) the
computation of the FOR in case the different grid sections are performed by a
different grid operator for their own grid sections. This would allow to avoid grid
operators from exchanging any additional or sensitive information about the grid
topology, other than the voltage and the FOR at the interconnection points.

If the entire grid is controlled by a single entity, parallel FOR computations could
lead to a substantial reduction of the computational time, as the total required
computation time would depend just on the slowest calculation. Such time reduc-
tions can make it possible to apply the method described in Chapter 6.1 for even
larger feeders. However, for this thesis, the implementation was performed in a
single workstation, thus there are no data transfer delays nor errors, which may
slow down the application of the method in real operation. This scenario assumed
little information about the initial state of the grid, meaning that a voltage correction
stage becomes necessary. In real operation, real-time voltage and current meas-
urements at the MV/HV transformers are usually available nowadays, as well as

8 After 20 repetitions of the experiment

9 With maximal 128 FOR boundary points and approximating the maximal branch flow with a 128-
sides regular polygon.
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in MV/LV transformers. A correction stage may not be necessary in every case;
however, this depends on the characteristics of each grid.

6.3 Redispatch Concept

The previous use cases show how the FOR concept could be used with time-
series and how the bottom-up computation can be distributed over different volt-
age levels. They allow the visualization of present and future flexibility provision
capability of a grid in a methodical way. However, having a graphical representa-
tion of the state of the grid is not the only functionality. Some approaches to use
the FOR in the control of microgrids were proposed in [79], [113], [148] and [150],
or for the economical optimization of a VPP in [152], each with a different objective
in sight. However, not much research has been made so far on how to apply the
FOR concept to TSO-DSO or even DSO-DSO decision-making schemes.
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Figure 6-18: Congestion management concept coupled with multi-level aggregation.

In [157], the FOR, simplified as a Type 1 FPU, is used as a constraint of an OPF
aiming to reschedule generation for grid balancing purposes. In the given exam-
ple, the FPG compensate active power production deficit caused by a wind park.
Traditionally, in most state-of-the-art OPF formulations, regardless of the goal, the
active and reactive power provision of generators is constrained in the form of a
Type 1 FPU. Adding the flexibility provision of FPG into the problem is only a
matter of interpretation (e.g. [39]), as mathematically, very little is changed, only
that the FPG may have a four-quadrant operation, instead of the typical two-quad-
rant operation of SG, and that the FOR can have any linear convex shape. What
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was shown in [157], is that the flexibility provided by FPG can be used for grid
balancing purposes, however, the bottom-up aggregation process is not com-
pletely disclosed. In [55], the FOR concept is used to solve a redispatch problem
to resolve a (n-1) violation in the grid caused by a redispatch decision. In this case,
the bottom-up computation of the FOR is considered, yet not in a systematic way.

These two publications show how the FOR concept can be incorporated in the
operation of transmission and distribution grids, especially as a convex approxi-
mated FOR can easily be included into an OPF computation. The issue that re-
mains to be demonstrated, is the viability to reduce the computation time of the
process to an extent in which it becomes conceivable to apply it for the everyday
operation of the grid. This use case aims to shows how the flexibility from FPG
could be used within a short-term redispatch concept. As part of the process, the
FOR of each MV feeder (or FPG) is computed and used as input for an OPF at
the HV grid, which aims to avoid grid constraint violations. In case of a possible
violation, new operation points are computed for each FPG and transmitted back
to each FPU. Figure 6-18 shows a schematic representation of the process ap-
plied to the MV/HV grids of Chapter 5.1.3, the same one used in this chapter.

6.3.1 Definition of redispatch OPF including FOR constraints

To ensure a stable steady-state operation of the system, an OPF is formulated,
which aims at correcting any possible constraint violations by rearranging the op-
eration points of the single FPG within the boundaries given by the FOR. For the
sake of demonstration, the objective function of the OPF is a nonlinear multivari-
able function, while all constraints are linear. Essentially, the OPF defined in
Chapter 4.2 for the LFA algorithm is replicated in here, including the linear power
flow model and the linear approximations of the branch flow limits. The non-linear
objective function seeks to minimize the deviation of the operation points of the
FPG compared to their initial operation point for each time-step.

|FPG]
min, f(x) = min, z \/(PF — Pro)? + (Qr — Qro)? (6-3)
F=1
Y,
U; i
X = P ,Vi € N,VF € FPG (6-4)
Qr
With:  Pg, Qp Operation point of FPG, active and reactive power

Pry, Qro  Initial operation points of FPG, active and reactive power

) Non-linear objective function
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6.3.2 Operating a redispatch concept using FOR

Figure 6-18 shows a scenario in which the grid operation point (red markers) is
expected to cause a power line to become overloaded. Having computed the FOR
of the underlayered feeders, the proposed OPF is solved and a new set of oper-
ation points within the constraints of the FOR are obtained. The new operation
point would remedy the situation (blue markers). A snapshot of the grid is shown
in the example; however, the process is applied for an entire day (96 periods),
following the procedure of Chapter 6.1. And so, the use case merges the two
previously described concepts, together with the redispatch concept. Overall, the
proposed preventive redispatch is based on the concepts proposed in [55] and
[157], whereas the focus is to include the linear FOR constraints in the OPF and
to achieve a near real-time operation.

In connection with time-series, the operation points of each grid component,
hence of the grid itself, changes over time, meaning that three possible states can
happen:

¢ No grid constraints violation happens; no remedial measures needed.

e FPG can provide enough flexibility and system can be stabilized.

e Algorithm does not converge due to flexibility being not enough or being
inadequately placed; requiring additional measures.

6.3.3 Numerical Results

For sake of demonstration, an entire day is simulated (96 periods). In the meshed
HV grid of Chapter 5.1.3, all the power that flows through the transformer needs
to flow through the power lines connecting buses 2-3 and 2-8. Which for the se-
lected case becomes overloaded during the early morning and midday hours, as
shown with the red markers in Figure 6-19, as they are located outside of the
quadratic plane defining the maximal branch load of line 2-3.

For each time-step, the three MV feeders are aggregated bottom-up, and the re-
sulting FOR are added to the OPF that is defined at the HV level, described in
(6-3) and (6-4). During most parts of the day, the branch is operating normally,
requiring no corrective actions. Figure 6-20 shows the operation point changes
expected from each FPG in order to solve the congestion in the system.

Because of its placement and significant flexibility potential, MV Feeder 4 needs
to provide flexibility more often than the other two feeders. In this scenario, the
flexibility provided by the all feeders is enough to correct the congestion. It should
be noted, that the HV grid is balanced by the slack bus after the use of flexibility.
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The objective of the approach is to allow a fast computation of the FOR, permitting
a fast preventive congestion management process in general. It was discussed in
Chapter 5.7 how the parametrization of the LFA algorithm can affect the compu-
tation time. This analysis is complemented here. The process includes the bottom-
up aggregation, the voltage correction and the solution of the OPF. An additional
step to disaggregate the new operation points of the FPG to the single FPU would
still be necessary, however, this is outside the scope of the presented use case.
This step requires the definition of an optimization problem with a specific objec-
tive function. In a standard load flow computation, one combination of operation
points of generators and loads produces a single IPF. However, in the other di-
rection, one IPF can be produced by several combinations of operation points of
the single downstream assets. Therefore, additional aspects need to be added to
the optimization, in order to obtain a unique set of operation points.

The computation time of the process is evaluated based on two key factors of the
LFA algorithm; the number of FOR points that can be evaluated and the number
of segments used to linearize the branch flow constraints (same parameter is
used for the OPF). Both parameters have an impact on the quality of the provided
solution and especially on the computation time, as can be seen in Figure 6-21.
Higher values of both parameters would increase the quality of the FOR and the
computation time. Generally, 16 or 32 points are enough to describe a FOR, set-
ting a higher bound for the computation time, as it limits the amount of iterations
within the LFA algorithm. On the other side, selecting a larger n in Eq. (4-11) would
increase the quality of the grid constraint assessment, at the cost of adding more
constraints to the optimization problem. This would escalate with the number of
buses in the grid, requiring to use a smaller number in the case of larger grids, in
order to keep a reduced computation time.
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Figure 6-21: Processing time of congestion management approach based on quantity of FOR
boundary points and sides of the maximal branch flow approximation.
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7 Conclusion and Outlook

7.1 Conclusion

A method to compute the FOR in radial distribution grids was described through-
out this thesis, with a focus on the reduction of the computation time. By solving
a linear OPF, together with an optimal use of said OPF, it is possible to assess
the flexibility provision of realistic MV and LV grids with large number of FPU in
short time without reducing the accuracy of the assessed FOR. With the proposed
algorithm, and the consequent reduction of the computational time, the integration
of the FOR concept in grid operation tasks can become a reality. This offers a
new mechanism to improve TSO-DSO coordination, in times when the vertical
provision of flexibility is becoming critical for the overall stability of power systems.

The thesis begins in Chapter 2 with a definition of the concept of flexibility. It be-
comes clear that flexibility has multiple interpretations and representations, aiming
at many different use cases. Additionally, there are no universal definitions about
the topic; needing first to consolidate existing concepts, as well to defining new
ones. This led to the definition of the FPU concept, labelling devices that can offer
active and reactive power flexibility as a reaction to an external control signal. It
is described how an FPU can be connected to the grid and supply power for an-
cillary services within the limitations of their capability charts.

The FOR is not a new concept, yet a widely accepted definition was just recently
provided in [7]. This definition was adopted in this work and complemented with
the FPU idea. In Chapter 3, the FOR is illustrated using an analogy to the classical
representation of the capability charts of SG. A handful of methods for the com-
putation of the FOR were analyzed, including analytic, Minkowski sums, random
sampling and optimization-based approaches. The general consensus of the dis-
cussed methods is that the processing time is still too large to associate the FOR
to grid operation tasks.

Based on the analyzed methods, a proposal to compute the FOR in reduced time,
i.e. the novel LFA algorithm, was described in Chapter 4. The novelty of the LFA
method, compared to other existing methods, is the usage of linear power flow
equations instead of the classical nonlinear equations in the OPF, as well as the
inclusion of convex linear capability charts of FPU as constraints. A similar ap-
proach had been proposed already in [130], however, that model did not consider
grid constraints, showcasing the novelty of this thesis. The objective of the LFA
method is to be computationally efficient, which is achieved by optimizing and
limiting the use of the OPF and by applying parallel computation techniques.
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Chapter 5 focusses on the validation of the LFA method, by analyzing its use in
different situation and by performing a comparison to other existent techniques
(e.g. random sampling and nonlinear OPF). The LFA method is capable of out-
performing all analyzed algorithms when applied to grids with a large number of
buses and FPU, in both the computation time and the accuracy of the results, as
described. These results are complemented with other contributions of the author
of this thesis in [4], [108], and [119]. A description of the error added by the linear
power flow equations into the assessed FOR was described in Chapter 5.3, yet,
the impact in the accuracy is deemed as tolerable in the studied cases. This re-
sults in the LFA method showing an excellent trade-off between efficiency and
accuracy, fulfilling the main goal of this thesis.

The application of the LFA method to three different use cases focusing on both
the planning and the operation of distribution grids was disclosed in Chapter 6.
These show how a faster computation of the FOR can help in the development of
short- and long-term planning methods considering the vertical flexibility provision
of FPU, and in the operation of the grid. The FOR concept can help with the di-
mensioning of power lines and transformers considering all possible operation
states of the grid, and not just the extreme values of the active power flow, as in
traditional grid planning. Finally, the integration of the FOR concept in a control
strategy for redispatch using flexibility over different voltage levels was demon-
strated. These use cases were applied to grid models based on a real power sys-
tem, therefore, showing its applicability into realistic scenarios.

At the beginning of this work, the following scientific thesis was proposed:

The FOR of distribution grids can be computed as a result of a linear opti-
mization model, decreasing the computation time, while preserving the ac-
curacy; consequently, offering new opportunities to integrate the FOR
concept in grid operation processes.

This thesis could be confirmed, with the following outcomes:

e OPF-based FOR computation methods show the best trade-off between
efficiency and accuracy among all currently available methods.

e Alinear OPF model shows better convergence properties that a non-linear
OPF model, allowing for a more accurate and faster calculation of the FOR.

e How the OPF is used during the assessment of the FOR plays an important
role in the efficiency of the method.

e Performing multiple FOR computations in reduced time opens new possi-
bilities for its usage in the planning and control of power systems.
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7.2 Outlook

Over the course of this dissertation, several aspects of the FOR concept became
recurring subjects of discussion at different forums. The first one has to do with
the convexity of the linear optimization model. As discussed in 5.4, the “real” FOR
can be non-convex under certain conditions. Some precautions need to be taken
while applying OPF-based methods to compute the FOR, however, this is strongly
dependent on the characteristics of each grid. Nevertheless, as shown in Chap-
ter 5.4 and corroborated in [127] and [128], a convex approximation of the FOR
can be forced by applying a linear power flow model with convex constraints. This
approximation can in some extreme cases differ greatly from the “real” FOR, how-
ever, it ensures that the assessed FOR will still be suitable, as it will only enclose
valid IPF. This effect in more complex grid topologies, i.e. meshed grids, heavily
loaded grids or grids with large impedances, needs to be further analyzed.

The second conflicting topic relates to the modelling of the flexibility provided by
the FPU. The models provided in Chapter 4.3 are intended to provide a more
realistic representation of the FOR, compared to widely used simplification of rec-
tangular capability charts. The capability chart of a SG has been exhaustively
studied and its overall shape is commonly accepted; however, this is not the case
for converter-interfaced generation and storage systems. As described in [43], the
technical features of the power inverter play a large role in its capability chart,
depending on internal and external factors. This is a critical aspect when consid-
ering inverter-based FPU; requiring a more detailed analysis on the quality of the
models of the single FPU in order to be able to validate the accuracy of the FOR.

The third aspect relates to the fact that each FOR computation method published
so far, including the LFA method, assumes that the grid topology and the charac-
teristics and operation point of the FPU are known. Unfortunately, this is usually
not the case in practical applications. At the distribution level, grid measurements
are scarce, grid topologies are in some cases not properly documented and there
is a vague knowledge of the devices connected behind the meter. Further devel-
opments to FOR computation algorithms become necessary before they can be
added to grid operation mechanisms. It is crucial to fill the gap regarding grid to-
pology and operation point knowledge, i.e. through state-estimation approaches.
One example of a concept following this direction was proposed in [158], in which
a state-estimation algorithm is intended to be integrated in the FOR computation
process, with a clear focus on real-time operation.

The fourth aspect relates to the use of the FOR as an interface between voltage
levels and even among grid operators. A concept for the implementation of a
multi-level aggregation approach was described in Chapter 6.2. In reality, there is
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a tight dependence of the bus voltages over the different grid levels, which in
usually neglected in grid modelling with a static slack bus voltage. Changing the
operation of a single FPU might cause a more local effect in the grid voltage,
however, the FOR computation involves shifting large amounts of power, causing
the voltage at the overlayered grid to change. This effect is magnified when sev-
eral MV grid feeders are added to the calculation, as there is coupling effect be-
tween the feeders. This aspect was analyzed in this thesis, however, a more de-
tailed study is necessary, when implementing multi-level approaches in grid with
many feeders. A change in the voltage at the overlayered grid can cause the FOR
of some underlayered grids to become unfeasible, situation that needs to be
properly studied.

The fifth, and final, aspect is related to the usage of the LFA, or similar methods,
in the assessment of meshed grids. This question is based on real scenarios, as
meshed HV and VHV grids could be operated in parallel with more than one in-
terconnection point between them. This means that the premises of FOR compu-
tation methods change drastically, as the power flows do not converge in a single
interconnection point (e.g. MV/HV transformer) anymore, instead, they are distrib-
uted among all interconnection points (e.g. HV/VHV transformers). This is a cur-
rent research topic, for which the LFA method cannot offer a direct solution. This
issue becomes crucial when it comes to the implementation of the FOR concept
in some TSO/DSO schemes.

By the time this thesis was being submitted, two new linear approaches to com-
pute the FOR were published in [106] and [127]. Both papers propose alternative
linearization approaches for the power flow equations, while the algorithms follow
the same objectives as the LFA method. The provided computational times are
comparable to the ones shown in this thesis for the LFA method. This shows the
relevance of the LFA method and that linear OPF formulations provide wide-rang-
ing new possibilities to the further development of the FOR concept.

It was clearly stated in [7] that the computational time of the FOR calculation
needs to be reduced, otherwise it is difficult to extend its usage to the operation
of power systems. With the proposed LFA method, it is demonstrated that it is
possible to reduce the computation time of the FOR with an acceptable trade-off
with the accuracy. Therefore, the next logical step is to develop use cases where
the fast FOR computation can be exploited. Some of which are currently being
developed within the flexQgrid?° project, including the integration of state-estima-
tion methods to complement the grid topology with real measurement data.

20 https://flexqgrid.de/
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B Analytical Analysis of Two-bus System Case

This chapter demonstrates equations (3-2) and (3-3), based on [10]. The power
line is assumed to be lossless, otherwise the equation system would not be valid,

as it assumes that the complex power is the same at both ends of the power line.

With:
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C Parametrization of Grid Models

Table B-1: FPU parametrization of LV Feeder 1
Bus Type Pa Ps Pc Po Qa Qs Qc Qo Qe Qr
7 3 0.030 0.021 -0.021 -0.030 0.030 0.024 0.018 -0.018 -0.024 -0.030
11 3 0.021 0.015 -0.015 -0.021 0.021 0.017 0.013 -0.013 -0.017 -0.021
16 4 0.006 0.001 0.001 0.000 0.002 -0.002 0.000 0.000 0.000 0.000
17 5 0.004 0.000 0.000 0.000 0.001 -0.001 0.000 0.000 0.000 0.000
19 5 0.003 0.000 0.000 0.000 0.001 -0.001 0.000 0.000 0.000 0.000
Table B-2: FPU parametrization of LV Feeder 2
Bus Type Pa Ps Pc Po Qa Qs Qc Qo Qe Qr

3 5 0.060 0.000 0.000 0.000 0.002 -0.002 0.000 0.000 0.000 0.000
3 3 0.034 0.028 -0.028 -0.034 0.034 0.028 0.021 -0.021 -0.028 -0.034

Table B-3: FPU parametrization of LV Feeder 3

Bus Type Pa Ps Pc Po Qa Qs Qc Qo Qe Qr
4 5 0.040 0.000 0.000 0.000 0.013 -0.013 0.000 0.000 0.000 0.000
5 5 0.035 0.000 0.000 0.000 0.012 -0.012 0.000 0.000 0.000 0.000
8 3 0.030 0.021 -0.021 -0.030 0.030 0.024 0.018 -0.018 -0.024 -0.030
20 5 0.003 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
21 5 0.015 0.000 0.000 0.000 0.005 -0.005 0.000 0.000 0.000 0.000
21 3 0.004 0.003 -0.003 -0.004 0.004 0.004 0.003 -0.003 -0.004 -0.004
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Table B-4: FPU parametrization of MV Feeder 4
Bus Type Pa Ps Pc Pp Qa Qs Qc Qo Qe Qr
2 5 0.045 0.009 0.000 0.000 0.015 -0.015 0.003 -0.003 0.000 0.000
6 5 0.006 0.001 0.000 0.000 0.002 -0.002 0.000 0.000 0.000 0.000
9 5 0.040 0.008 0.000 0.000 0.013 -0.013 0.003 -0.003 0.000 0.000
11 5 0.014 0.003 0.000 0.000 0.004 -0.004 0.001 -0.001 0.000 0.000
31 5 0.030 0.006 0.000 0.000 0.010 -0.010 0.002 -0.002 0.000 0.000
34 5 0.037 0.007 0.000 0.000 0.012 -0.012 0.002 -0.002 0.000 0.000
34 5 0.067 0.013 0.000 0.000 0.022 -0.022 0.004 -0.004 0.000 0.000
45 5 0.006  0.001 0.000 0.000 0.002 -0.002 0.000 0.000 0.000 0.000
53 5 0.006 0.001 0.000 0.000 0.002 -0.002 0.000 0.000 0.000 0.000
53 5 0.006  0.001 0.000 0.000 0.002 -0.002 0.000 0.000 0.000 0.000
56 5 0.044 0.009 0.000 0.000 0.015 -0.015 0.003 -0.003 0.000 0.000
57 6 0.414 0.230 0.230 0.046 0414 0.307 0.201 -0.201 -0.398 -0.460
60 5 0.007 0.001 0.000 0.000 0.002 -0.002 0.000 0.000 0.000 0.000
60 5 0.025 0.005 0.000 0.000 0.008 -0.008 0.002 -0.002 0.000 0.000
62 5 0.019 0.004 0.000 0.000 0.006 -0.006 0.001 -0.001 0.000 0.000
64 6 0.360 0.200 0.200 0.040 0.360 0.267 0.174 -0.174 -0.346 -0.400
66 5 0.065 0.013 0.000 0.000 0.021 -0.021 0.004 -0.004 0.000 0.000
75 6 0.090 0.050 0.050 0.010 0.090 0.067 0.044 -0.044 -0.087 -0.100
78 5 0.045 0.009 0.000 0.000 0.015 -0.015 0.003 -0.003 0.000 0.000
82 6 0473 0263 0.263 0.053 0473 0.351 0.229 -0.229 -0.455 -0.525
85 5 0.105 0.021 0.000 0.000 0.085 -0.035 0.007 -0.007 0.000 0.000
85 5 0.049 0.010 0.000 0.000 0.016 -0.016 0.003 -0.003 0.000 0.000
91 5 0.048 0.010 0.000 0.000 0.016 -0.016 0.003 -0.003 0.000 0.000
103 5 0.690 0.138 0.000 0.000 0.227 -0.227 0.045 -0.045 0.000 0.000
104 6 2700 1500 1.500 0.300 2.700 2.004 1.308 -1.308 -2.598 -3.000
107 5 0.044 0.009 0.000 0.000 0.014 -0.014 0.003 -0.003 0.000 0.000
107 6 0.675 0.375 0.375 0.075 0675 0.501 0.327 -0.327 -0.650 -0.750
108 6 0.675 0.375 0.375 0.075 0.675 0.501 0.327 -0.327 -0.650 -0.750
111 5 0.021 0.004 0.000 0.000 0.007 -0.007 0.001 -0.001 0.000 0.000
Table B-5: FPU parametrization of MV Feeder 5
Bus Type Pa Ps Pc Pp Qa Qs Qc Qo Qe Qr
2 5 0313 0.063 0.000 0.000 0103 -0.103 0.021 -0.021 0.000 0.000
20 5 0.690 0.138 0.000 0.000 0.227 -0.227 0.045 -0.045 0.000 0.000
23 5 0.010 0.002 0.000 0.000 0.003 -0.003 0.001 -0.001 0.000 0.000
27 5 0.565 0.113 0.000 0.000 0.186 -0.186 0.037 -0.037 0.000 0.000
38 5 0.021 0.004 0.000 0.000 0.007 -0.007 0.001 -0.001 0.000 0.000
39 6 0.641 0.356 0.356 0.000 0.641 0476 0310 -0.310 -0.617 -0.712
46 5 0.690 0.138 0.000 0.000 0.227 -0.227 0.045 -0.045 0.000 0.000
73 5 0.690 0.138 0.000 0.000 0.227 -0.227 0.045 -0.045 0.000 0.000
74 5 3.920 0.784 0.000 0.000 1.288 -1.288 0.258 -0.258 0.000 0.000
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Table B-6: FPU parametrization of MV Feeder 6
Bus Type Pa Ps Pc Po Qa Qs Qc Qo Qe Qr
4 6 0.500 0.300 0.300 0.000 0.500 0.400 0.150 -0.150 -0.400 -0.500
9 5 1.388 0.000 0.000 0.000 0456 -0.456 0.000 0.000 0.000 0.000
21 5 0.177 0.000 0.000 0.000 0.058 -0.058 0.000 0.000 0.000 0.000
23 5 0.144 0.000 0.000 0.000 0.047 -0.047 0.000 0.000 0.000 0.000
30 5 0.066 0.000 0.000 0.000 0.022 -0.022 0.000 0.000 0.000 0.000
32 5 0.053 0.000 0.000 0.000 0.017 -0.017 0.000 0.000 0.000 0.000
59 5 1.0568 0.000 0.000 0.000 0.348 -0.348 0.000 0.000 0.000 0.000
61 5 0.076 0.000 0.000 0.000 0.025 -0.025 0.000 0.000 0.000 0.000
62 5 0.115 0.000 0.000 0.000 0.038 -0.038 0.000 0.000 0.000 0.000
63 5 0.318 0.000 0.000 0.000 0.105 -0.105 0.000 0.000 0.000 0.000
73 6 0.675 0.338 0.338 0.000 0.675 0.501 0.327 -0.327 -0.670 -0.750
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D Jacobi Matrix Definition

The Jacobian J of the power flow equations contains the partial derivatives of
equations (3-15) and (3-16) with respect to the voltage magnitude and angle
(u;, 9;, Vi € {B — slack}). This is described as follows:
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The Jacobian of the branch flow equations (3-17), (3-19) and (3-20) with respect
to the voltage magnitude and angle (u;, 9;, Vi € {B — slack}) is describes as:
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